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#### Abstract

Mobile laser scanning (MLS) is a progressive technology that has already demonstrated its ability to provide highly accurate measurements of road networks. Mobile innovation of the laser scanning has also found its use in forest mapping over the last decade. In most cases, existing methods for forest data acquisition using MLS result in misaligned scenes of the forest, scanned from different views appearing in one point cloud. These difficulties are caused mainly by forest canopy blocking the global navigation satellite system (GNSS) signal and limited access to the forest. In this study, we propose an approach to the processing of MLS data of forest scanned from different views with two mobile laser scanners under heavy canopy. Data from two scanners, as part of the mobile mapping system (MMS) Riegl VMX-250, were acquired by scanning from five parallel skid trails that are connected to the forest road. Misaligned scenes of the forest acquired from different views were successfully extracted from the raw MLS point cloud using GNSS time based clustering. At first, point clouds with correctly aligned sets of ground points were generated using this method. The loss of points after the clustering amounted to $33.48 \%$. Extracted point clouds were then reduced to 1.15 m thick horizontal slices, and tree stems were detected. Point clusters from individual stems were grouped based on the diameter and mean GNSS time of the cluster acquisition. Horizontal overlap was calculated for the clusters from individual stems, and sufficiently overlapping clusters were aligned using the OPALS ICP module. An average misalignment of 7.2 mm was observed for the aligned point clusters. A $5-\mathrm{cm}$ thick horizontal slice of the aligned point cloud was used for estimation of the stem diameter at breast height (DBH). DBH was estimated using a simple circle-fitting method with a root-mean-square error of 3.06 cm . The methods presented in this study have the potential to process MLS data acquired under heavy forest canopy with any commercial MMS.
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## 1. Introduction

Mobile laser scanning (MLS) is the latest technology within geospatial data acquisition that enables time-efficient measurements of any ground-based object with high accuracy. The latest commercial mobile mapping systems (MMS) can acquire data on the road in a short time with an accuracy comparable to the total station measurements [1-5]. The range accuracy of mobile laser scanners contained in these systems spans from 2 mm (ROADSCANNER) to 50 mm (DYNASCAN) according to Puente et al. [6]. Employing one of these systems in forest measurements can be highly
beneficial for the extraction of forest structural parameters at the tree level. The positioning of this existing solution, however, depends on the global navigation satellite system (GNSS) signal with varying strengths in the forest environment. Measurements of objects using systems from the 2010s with an GNSS outage duration of 1 min were tested in the study of Puente et al. [6]. These systems were able to measure the $x$ - and $y$-positions with an accuracy ranging from 0.1 m (VMX-250/LYNX, ROADSCANNER) to 0.265 m (IP-S2 AG60), while the $z$-position was measured with an accuracy ranging from 0.07 m (VMX-250/LYNX, ROADSCANNER) to 0.24 m (IP-S2 AG60) [6].

Generally, two approaches to the positioning of MMS are applied for forest mapping. Primarily, the GNSS-inertial measurement unit (IMU) integrated system is used for this purpose [7-9]. The location of a point cloud generated using data from GNSS-IMU can then be improved using an optimized pose graph obtained from graph-based simultaneous localization and mapping (GraphSLAM) without additional measurements of the distance between MMS and tree stems [10,11]. Secondly, the location relative to the starting point of the MMS survey is recorded by a positioning system integrating IMU and SLAM [11-16]. SLAM has been garnering interest in recent studies [10-16]. In the study of Tang et al., the GNSS was substituted by improved maximum likelihood estimation (IMLE) based SLAM [13]. The authors reported that the IMLE-based SLAM solution of forest mapping can produce an accurate stem map for forests with symmetric stems. On the other hand, the IMLE-based SLAM solution fails to provide accurate positioning in open areas. Furthermore, 2D scans of the forest positioned by the SLAM/IMU system can be used for forest mapping [16]. Extended Kalman filter (EKF) based SLAM algorithm was used for the purpose of forest mapping in Forsman et al. [16]. The SLAM/IMU system is also used for positioning in handheld mobile laser scanning (HMLS) [12,14,16].

The use of vehicle-based MLS for forest mapping has been demonstrated in previous studies [7,9,13,15,17-20]. The pilot studies investigated the use of MLS for tree diameter estimation in areas with sufficient GNSS signal [17-19]. These conditions are typical for urban forests. Moreover, studies show that high accuracy in both tree location and diameter at breast height (DBH) estimates can be achieved using MLS [18,19]. Nevertheless, processing of data acquired by MLS under heavy forest canopy is a challenging task. Outages in GNSS signal cause errors in MMS trajectory location. This leads to multiple copies of objects that appear in the MLS point cloud, generated using the erroneous trajectory each time the objects are scanned. The quality of personal laser scanning data (PLS) acquired under heavy forest canopy was compared with the quality of airborne laser scanning data (ALS) scanned from an unmanned aerial vehicle (UAV) by Rönnholm et al. [9]. The authors reported average initial misalignment between the two data sets of $0.227,0.073$, and -0.083 m in the easting, northing, and elevation directions, respectively. Such misalignments can result in inaccurate estimations of tree position and diameter.

In order to align the MLS data acquired from different views under heavy forest canopy, the iterative closest point (ICP) algorithm can be used [9]. The basic ICP algorithm was introduced by Chen and Medioni [21] and Besl and McKay [22]. Latest software for point cloud data processing offers point cloud registration based on the basic ICP algorithm [23-25]. This algorithm requires rough initial registration of the point clouds and is able to align only one transformed point cloud to one reference point cloud. The rough registration does not represent a problem for the registration of misaligned MLS point clouds, since it can be provided by GNSS-IMU [9]. The ICP algorithm was used in the study of Rönnholm et al. [9] to align PLS data to reference ALS data scanned from the UAV [9]. By employing the ICP algorithm, Rönnholm et al. reported a decrease in the previously mentioned average misalignment between the PLS data and the ALS data from UAV to $0.084,0.020$, and -0.005 m , in the easting, northing, and elevation directions, respectively. The ICP algorithm, which was recently integrated into the modular program system OPALS, is able to align multiple transformed point clouds to one reference [25]. The algorithm was initially proposed for the adjustment of airborne laser scanning strips, where it was able to improve the relative orientation of the pre-processed strips (defined as standard deviation of the residual point-to-plane distances for all strip to strip correspondences) from
1.83 cm to 1.38 cm [26]. Consequently, this algorithm has great potential for aligning MLS point clouds scanned from different views under heavy forest canopy.

Estimation of DBH from MLS data using various methods was demonstrated in numerous studies $[7,8,11,12,14-16,19]$. These studies report the accuracy of DBH estimation from MLS data comparable to terrestrial laser scanning (TLS). Liang et al. [27] concluded this similarity for forest stands with stem densities of $\sim 600$ trees $/$ ha. Highly promising results of DBH estimation were achieved using handheld laser scanners [12,14,16]. These scanners can provide relatively accurate stem maps, and the acquisition is much less time-consuming compared to TLS. On the other hand, increased occurrence of point noise was reported in the handheld mobile laser scanning (HMLS) point cloud compared to the TLS point cloud [12,14]. HMLS also has a shorter working range ( $10-30 \mathrm{~m}$ ) and lower accuracy ( 3 cm ) than vehicle-based MLS [12,14,16].

Most commercial MMS are positioned by the GNSS-IMU system. These systems represent a highly available and time-effective solution for forest mapping. In this study, the MLS data was acquired using a commercial MMS-Riegl VMX-250 mounted on a tractor. The data from MMS was already processed for the purposes of tree diameter estimation, and some results were published in Čerňava et al. [20]. It is obvious that the MLS provides a high level of automation for the acquisition of data from the forest on a tree level. The aim of this study is to propose the processing chain for registration of point clusters from tree stems scanned from different views and consequent estimation of tree diameters from the aligned data. By proposing the optimal processing chain, we aim to decrease the degree of interference needed for extraction, matching, and registration of the misaligned MLS data from the tree stems scanned from different views under heavy forest canopy.

The processing chain presented in this paper combines the method for DBH estimation introduced by Koreň et al. [28] with processing in OPALS [29-31]. In addition, we introduce a method for extraction of the misaligned scenes of forest contained in the MLS point cloud, generated using data from IMU, GNSS, and an external odometer. The extraction of the misaligned scenes in form of individual point clouds is performed using the GNSS time based spatial clustering program in Python. The extracted point clouds are then reduced to $1.15-\mathrm{m}$ thick horizontal slices, and for each slice, trees are detected using the Group by distance method [28]. Point clusters representing tree stems scanned from multiple views, which were extracted from individual horizontal slices, are grouped based on their correspondence to the same tree stem. For each group of point clusters, the horizontal overlap is calculated. Sufficiently overlapping point clusters from the individual tree stem are aligned with the ICP algorithm proposed by Glira et al. [25]. Points at height ranging from 1.275 m to 1.325 m are used for DBH estimation using Monte Carlo method introduced by Koreň et al. [28]. Koreň et al. achieved an accuracy of 2.38 m in the DBH estimation from single-scan TLS data using the Monte Carlo method. The authors also report the accuracy of DBH estimation from multi-scan TLS data at 0.77 cm .

## 2. Materials and Methods

### 2.1. Study Site

The study site with a total area of 1.58 ha is located in Budča, Banská Bystrica region, central Slovakia (Figure 1) $\left(48^{\circ} 34^{\prime} 12.286^{\prime \prime} \mathrm{N}, 19^{\circ} 1^{\prime} 30.415^{\prime \prime} \mathrm{E}\right)$. The study site contains a 110 -year-old forest stand of beech (Fagus sylvatica L.) (83\%), oak (Quercus petraea L.) (10\%), and hornbeam (Carpinus betulus L.) (7\%). The forest stand is managed by the Forest Enterprise of the Technical University in Zvolen. The DBH for trees located on the study site ranges from 0.1 m to 0.8 m . The forest stand has a relative density of 0.7 and absolute stem density of 181 trees/ha. The main forest road is located at the northern part of the study site. Furthermore, skid trails leading south into the forest are connected to the forest road.

The condition of the terrain located under the forest canopy was classified based on the system presented by Simanov et al. [32]. In this system, the terrain belongs to the most accessible class, which allowed the use of tractors as a platform for mounting the MMS.


Figure 1. Location of study site within the borders of the Slovak Republic is shown in the upper part of the figure. The study area divided into irregular tiles, tree locations, and the trajectory of the MMS are shown in the lower part of the figure. Tree locations were estimated from the fully processed MLS point cloud.

### 2.2. Mobile Mapping System

The MMS used to perform the study was Riegl VMX-250 (RIEGL Laser Measurement Systems GmbH, Horn, Austria) (Figure 2), which includes two integrated mobile laser scanners VQ-250, one panoramic camera and two additional digital cameras with high resolution ( $2452 \times 2056$ pixels). This study is focused on the processing of data obtained from these mobile laser scanners.

The MMS navigation system consisted of the Applanix GNSS-POS LV 510, IMU-31, odometer, and control unit. The Applanix GNSS-IMU navigation system, integrated on the RIEGL VMX-250, is only suitable for outages up to $1 \mathrm{~min} / 1 \mathrm{~km}$ [33]. The MMS was mounted on tractor Zetor Horal 7245 (Zetor Tractors a. s., Brno, Czech Republic). Tables 1 and 2 list further details and technical specifications of the MMS.

Table 1. Mobile mapping system physical data

| MMS Physical Data | Main Dimension $(\mathbf{L} \times \mathbf{W} \times \mathbf{H}) \mathbf{( m m})$ | Weight (kg) |
| :---: | :---: | :---: |
| VMX-250-MH Measuring head | $737 \times 456 \times 485$ | 43 |
| VMX-250-CU Control Unit | $560 \times 455 \times 265$ | 26 |
| VMX-250-CS6 Camera System | $607 \times 1038 \times 208$ | 19 |



Figure 2. Mobile mapping system RIEGL VMX-250 mounted on tractor Zetor Horal 7245. Two digital cameras (1) and mobile laser scanners VQ-250 (2) are placed on the side of the MMS measuring head. The GNSS antenna (3) is placed on the top of the measuring head and the panoramic camera (4) is placed above the MMS measuring head (Source: Čerňava et al. [20]).

Table 2. Technical specification of IMU/GNSS and the mobile laser scanner

| GNSS-IMU Performance |  |
| :---: | :---: |
| Parameter | Value |
| Position (absolute) $(\mathrm{mm})$ | $20-50$ |
| Position (relative) $(\mathrm{mm})$ | 10 |
| Roll and Pitch ( ${ }^{\circ}$ ) | 0.005 |
| Heading $\left({ }^{\circ}\right)$ | 0.015 |
| Mobile Laser Scanner VQ-250 |  |
| Parameter | Value |
| Laser Measuring Principle | Time of flight |
| Horizontal Field of View $\left({ }^{\circ}\right)$ | 360 |
| Vertical Field of View $\left({ }^{\circ}\right)$ | 360 |
| Minimum Measurement Range (m) | 1.5 |
| Maximum Measurement Range $(\mathrm{m})$ | 200 |
| Accuracy (mm) | 10 |
| Precision (mm) | 5 |
| Laser Pulse Repetition Rate $(\mathrm{kHz})$ | 300 |
| Max. Effective Measurement Rate $(\mathrm{pnts} / \mathrm{s})$ | 300000 |
| Laser Wavelength | Near-infrared |
| Laser Beam Divergence $(\mathrm{mrad})$ | 0.35 |
| Laser Beam Footprint $(\mathrm{mm} / 50 \mathrm{~m})$ | 18 |
| Angle Measurement Resolution $\left({ }^{\circ}\right)$ | 0.001 |

### 2.3. Mobile Laser Scanning Data

The MMS survey was conducted in July 2015. The survey started and ended in the open forest area. Static GNSS measurements of MMS position were carried out before and after the survey. The scanner VQ-250, included in the MMS, offers three settings of effective measurement rates. During the survey, the measurement rate was set to $600 \mathrm{kHz}(300 \mathrm{kHz}$ for each scanner). This measurement rate is intended for medium range applications. The maximal measurement range using this frequency is 200 m . Laser scanners were placed at approximately 1.8 m height, using the entire field of view $\left(360^{\circ}\right)$
for mapping. MMS was moved throughout the study site mostly at walking speed, or slower during maneuvering at the edges of the study site.

The tractor size limited the mapping to the forest road and skid trails throughout the forest. Nevertheless, because the density of the forest road network is high, much of the forest stand was mapped from the roads. The mean density for the point clouds acquired at the study site using both VQ-250 scanners was 31,301 points per square meter.

### 2.4. Reference Data

Reference data on 154 trees were collected in December 2015 using caliper with scale resolution of 1 mm . The majority of the reference sample is collected from trees located not further than 15 m from skid trails or the forest road, to ensure easier tree detection at the point cloud cross-section. Up to the 15 m from the road and skid trails, all of the trees were measured during the field works. Furthermore, several trees located outside the 15 m mark in areas with low stem density were also measured. Diameters at breast height (DBH) were measured at 1.3 m height in two perpendicular directions. The 1.3 m height was determined by measuring tape individually for each measurement. Locations of DBH measurements were adapted to the terrain. First DBH measurements were collected along the terrain contour line, and the second collection was perpendicular to the first direction of measurement. The mean of these two values was used as the reference DBH value. A stem map was created during the reference data collection. In the map, the relative position of the tree stems and the distance between the tree stem and the forest road or skid trail were marked.

Reference data were imported into ArcGIS 10.2 on a tree-by-tree basis, using point cloud cross-section and the stem map. The geometry of the forest road and skid trails was then used to assign a reference value to each point cluster from the tree stem visible on the point cloud cross-section. In most cases, the tree stems were found using the recorded distance between the stem and the forest road or skid trail. In addition, the distance between the tree stems and stem diameter was also considered when assigning of reference values to a point cluster.

### 2.5. Data Processing

### 2.5.1. Pre-Processing of Mobile Mapping System Data

The MMS trajectory was calculated with the Applanix POSPac software using differential GNSS data. GNSS reference data were acquired from the reference station installed on the roof of the main building of TU Zvolen ( 6.76 km from the study site). Positions of trajectory parts from periods with GNSS outage were corrected using data from IMU and odometers. These periods have a direct influence on the position and elevation error of MMS data.

The calculated trajectory was imported into RiPROCESS software. In this software, the MLS point cloud was generated and consequently georeferenced. The generated point cloud was saved in LAS 1.2 format.

Data exported from RiPROCESS was imported into the modular program system OPALS. In OPALS, the two point clouds from scanner 1 and scanner 2 were divided into smaller subsets of points using geometric information of 30 tiles defined as polygons in ArcGIS 10.2 (Figure 1). Initially, the plots were intended to reduce the processing time of a very dense point cloud. A horizontal slice of the raw point cloud from one scanner was visualized in ArcMap, and each boundary was created so that no tree stem is located at the plot boundary. The relative areas of the sample plots were also similar. Smaller point clouds were then processed individually.

### 2.5.2. GNSS Time-Based Point Clustering

Upon investigation of the horizontal slice of the point cloud from scanner 1, we observed copies of individual tree stems appearing in the slice. Moreover, these copies were intersecting, and it was
not possible to separate them using geometric information of the cluster (Figure 3). Therefore, GNSS time was used for separation of intersecting clusters.

The histogram of GNSS time was created for each pre-processed point cloud from a sample plot. The histogram bin-width used for the processing was set individually for every point cloud. The bin width ranged from 0.001 s to 36.1 s . MLS data were then divided using the resulting gaps in the histogram. Gaps were defined by the bins in the histogram that did not contain any points. The GNSS time value of the gap center was used for division (Figure 4). A subset of points extracted from the point cloud was saved only if it comprised more than 10,000 points. Smaller subsets contained usually sets of ground points that were too sparse, which could cause erroneous calculations of normalized height for the point cloud. The subsets of points were saved as individual point clouds.


Figure 3. Intersecting point clusters reflected from four tree stems. The spatial relationship between these groups of point clusters was modified for a better demonstration of misalignment.


Figure 4. Principle of GNSS time based point clustering. Centers of histogram gaps, which were used for dividing the point cloud, are highlighted by red lines.

### 2.5.3. Extraction of Tree Stems

Point clouds extracted using GNSS time-based clustering were imported into the OPALS system. Ground points were classified using the lasground application, which forms part of the software package LAStools [34]. This software uses the triangulated irregular network (TIN) for classification of ground points. Sets of points classified as ground points in the LAStools software usually do not
contain points reflected from higher vegetation or branches. This helps avoid interpolation of the digital terrain model (DTM) with extreme values.

Ground points were imported into OPALS and DTMs with a resolution of 2.5 m , and they were interpolated by simple snapping of the nearest elevation point and assigning it to a cell. Normalized height was calculated as the difference in elevation of each point and the nearest DTM cell.

In the last step, the horizontal slice of point cloud was generated by extracting the points with normalized height ranging from 0.35 m to 1.5 m . A slice of points from the tree stem located at lower heights was chosen to improve ICP-based alignment of the point cluster. The point clouds from lower parts of the tree stems are more complex. Therefore, by including of lower part of the stem for registration, the number of false correspondences for aligned point clusters can be decreased.

Point clusters from tree stems were extracted using Group by distance method (Koreň et al., 2017). Points are clustered together with the search for the nearest neighbor in 2D Euclidean space. The point cluster from the tree stem is defined by the maximum distance between the points of the cluster and the minimum number of points contained in the cluster. Points were clustered using maximum 5 cm inter-point distance, and only clusters consisting of more than 100 points were considered as tree stems. Point clusters from individual tree stems were saved as individual files.

The generated LAS files were visually inspected and point clusters from non-tree objects were removed. If point cluster from tree stem contained excessive point noise from branches or undergrowth, the noise was manually removed using LASview [34].

### 2.5.4. Matching of Point Clusters from Individual Tree Stems

Point clusters from both scanners were compared using three parameters for 30 sample plots. All possible combinations of point cluster pairs were compared with respect to the three parameters. The first parameter was the 2D distance between the centroids of compared clusters dist $_{A B}$. This parameter was used mostly to reduce the redundancy of compared data.

The second parameter, used for comparison of point clusters, was the index of duplicity $i_{d}$. This coefficient was calculated as

$$
\begin{equation*}
i_{d A B}=\frac{\left|\bar{t}_{G N S S_{\mathrm{A}}}-\bar{t}_{G N S S_{\mathrm{B}}}\right|}{\sqrt{\left(\bar{x}_{A}-\bar{x}_{B}\right)^{2}+\left(\bar{y}_{A}-\mathrm{y}_{B}\right)^{2}}} \tag{1}
\end{equation*}
$$

where $\bar{t}_{\text {GNSS }_{A}}$ is the mean GNSS time, $\bar{x}_{A}$ is the mean of $x$ coordinates, and $\bar{y}_{A}$ is the mean of $y$ coordinates, for point cluster $A$. The same definition of parameters applies to point cluster $B$.

This parameter was proposed based on the fact that copies of the same tree stem scanned from different views appeared in the point cloud near each other ( $d_{A B} \leq 1.5 \mathrm{~m}$ ). Meanwhile, the period of time, during which the same tree stem was scanned twice, is much longer than time required for scanning of two neighboring tree stems. Therefore, point clusters with the higher value of $i_{d}$ (20-3000) are most likely misaligned duplications of the same tree stem scanned from different views.

The third parameter, used for comparison of point clusters, was the difference between the estimated diameters of compared point clusters $\Delta d_{A B}$. The diameter was estimated using a simple circle-fitting method. The initial circle center was estimated by the midpoint of the line connecting two most distant points of the cluster (Figure 5a). Subsequently, the position of the circle center was shifted into four directions $(+x,-x,+y,-y)$ by 5 mm steps, and for each new circle position, the radius $r_{0}$ that best fits the point cluster is found by minimizing the $R M S E$, calculated as

$$
\begin{equation*}
R M S E=\sqrt{\frac{\sum_{i=1}^{n}\left(r_{i}-r\right)^{2}}{n}} \tag{2}
\end{equation*}
$$

where $r$ is the radius of the estimated circle, and $r_{i}$ is the Euclidian distance between the point of the cluster and the center of the circle.


Figure 5. Estimation of point cluster diameter. Estimated diameters are shown above the point clusters. Circle estimated using maximal distance (a). Circle estimated using circle-fitting method and generalized geometry of point cluster (b). Optimization of the circle fit using all points of the cluster (c).

The new circle center is then shifted to the position with lowest RMSE, and the $r_{o}$ found for the new position is used as the radius of the new circle. If the RMSE of all new circle centers and $r_{o}$ is higher than the RMSE from the previous iteration, the current position of the circle center is chosen as a final solution. The circle center is first estimated using the generalized geometry of the point cluster. The geometry was obtained by reducing the number of points of the cluster using a regular $4-\mathrm{cm}$ grid. Only points that are nearest to the grid cell centers are selected for circle-fitting (Figure 5b). The best circle for the generalized cluster geometry is estimated by changing the circle center with corresponding $r_{o}$ in 200 iterations. Finally, circle parameters are optimized using all points in the cluster in 20 iterations (Figure 5c).

The thresholds of these three parameters were set empirically, and compared files containing point clusters $A$ and $B$ were labeled as copies of the same tree stem in the case where $\operatorname{dist}_{A B}<1.5 \mathrm{~m}$, $i_{d A B}>9$, and $\Delta d_{A B}<0.15 \mathrm{~m}$ (stem0000_0001 and stem0001_0000).

### 2.5.5. Registration of Point Clusters from Individual Tree Stems

Previously labeled files with point clusters from tree stems were imported into the OPALS system. Registration of the clusters was carried out in Pyscripter environment. Before the registration, the horizontal overlap of point clusters was calculated. This was done to avoid termination of the registration due to lack of overlap for the point clusters from the same tree stem. To calculate the overlap, direction angles of all points were calculated for every compared point cluster. The point cluster was divided into four zones with a range of $90^{\circ}$ using the previously estimated center of the point cluster and four additional points pointing to each cardinal direction (Figure 6). The additional points were located at $3 / 5$ of the point cluster diameter from the point cluster center. The zero-direction angle was defined by the point directed to the east. The direction angle is then increased counterclockwise. The direction of the point $\Delta \theta_{i}$ is calculated using a triangle. The triangle is defined by the point directed towards the cardinal direction with a direction angle $\theta_{c}$ of $0^{\circ} / 360^{\circ}, 90^{\circ}$, $180^{\circ}$, and $270^{\circ}$, which is the nearest to the point of interest, center of the point cluster and the point of
interest (Figure 6a). First, the difference between the direction of the point and direction of the nearest point of the cardinal direction is calculated as

$$
\begin{equation*}
\Delta \theta_{i}=\arccos \left(\frac{\operatorname{dist}_{c, i}+\operatorname{dist}_{c, a}-\operatorname{dist}_{i, a}}{2 \times \operatorname{dist}_{c, i} \times \operatorname{dist}_{c, a}}\right) \tag{3}
\end{equation*}
$$

where dist $_{c, i}$ is the distance between the center of the point cluster and the point $i$, dist $_{c, a}$ is the distance between the center of the point cluster and the nearest point of cardinal direction, and dist $i_{i, a}$ is the distance between the point $i$ and the nearest point of cardinal direction. The arccosine was calculated using the math library for Python 2.7.

After solving Equation (3), the second nearest point of the cardinal direction is found. Based on the two nearest points of the cardinal direction, the calculated difference value of angle $\Delta \theta_{i}$ is transformed into the direction angle. The direction is calculated either by adding or by subtracting the value of direction angle $\theta_{n}$ of the nearest point of the cardinal direction. If the direction angle $\theta_{n+1}$ of the second the nearest point of cardinal direction is higher than direction angle $\theta_{n}$ of the nearest one, the direction angle of the nearest point $\theta_{n}$ of the cardinal direction is added to the difference of angle $\Delta \theta_{i}$. Otherwise, the difference of angle $\Delta \theta_{i}$ is subtracted from the direction angle $\theta_{n}$ of the nearest point of the cardinal direction.

After calculating the direction angle for each point in the cluster, the range of the angles is calculated. In the first step of the angle calculation, the maximal angle gap is calculated as

$$
\begin{equation*}
g_{a}=\arccos \left(\frac{r_{0}+r_{o}-\operatorname{dist}_{G B D}}{2 \times r_{0} \times r_{o}}\right) \tag{4}
\end{equation*}
$$

where $r_{0}$ is the best radius for the circle with the lowest $R M S E$ found using Equation (2), and dist ${ }_{G B D}$ is the maximal distance between the points of the cluster used for the detection of tree stems using the Group by distance method (Figure 6b).


Figure 6. Calculation of direction angles for two point clusters of interest. Calculation of direction angle (a). Calculation of the direction angle and angle range in point cluster with points containing direction angles ranging from $360-\mathrm{ga}^{\circ}$ to $360^{\circ}$ (b). Direction angles range from $76.02^{\circ}$ to $239.68^{\circ}$ for point clusters shown in (a). For the point cluster shown in (b), the angles range from $311.49^{\circ}$ to $169.03^{\circ}$. The horizontal overlap of the point clusters is $93.02^{\circ}$.

There are two different approaches to the angle range calculation. If any point in the cluster has a direction angle of $0 \pm g_{a}{ }^{\circ}$, the histogram of direction angles is created. The histogram bin-width is $g_{a}{ }^{\circ}$. The number of points for the bins in the histogram are checked, starting from the bin with direction angles ranging from $360^{\circ}$ to $360-g_{a}{ }^{\circ}$, until a bin with no points is found. The minimum value of the direction angle is taken as the start of the angle range from last bin containing any number of points.

The maximum angle of all the points with angles lower than the starting value of the angle range is considered as the angle at the end of the angle range (Figure 6b). If no point in the cluster has a direction angle of $0 \pm g_{a}{ }^{\circ}$, a simple calculation of the angle range is used. In this case, the minimum value of the direction angle is used as the start of the angle range, and the maximum value is used as the end of the angle range (Figure 6a). Finally, calculated angle ranges for compared point clusters are used to estimate the horizontal overlap of the point clusters intended for registration. If their overlap is higher than $55^{\circ}$, point clusters proceed to registration.

Registration of copies represented by point clusters from individual tree stems was carried out using the OPALS ICP module. The module aligns point clouds using the ICP method, a point to plane algorithm introduced by Glira et al. [25]. Point clusters from the individual stem were located near to each other, such that rough registration of the clusters was not necessary. This rough registration was obtained by the MMS trajectory based georeferencing of the MLS data. The registration was implemented in Pyscripter. First, point clusters were grouped based on their correspondence to a tree stem (based on the name of the file containing point cluster). The point cluster with the highest number of points in a group was set as a fixed reference, and the overlap of point clusters from the individual stem was subsequently calculated group-wise. The remaining point clusters were aligned to the reference cluster. The registration consists of five main steps, as described by Glira et al. [25]:

## I. Finding the Overlap

The overlapping area of the point clusters is determined by so-called voxel hulls. Voxel hulls are a low resolution representation of the volume occupied by the point clusters [25]. For the computation of the voxel hull, the object space was subdivided into a voxel structure constructed by voxels with the edge length of 1 m .

## II. Selection

In this step, a subset of points in the overlapping area of each transformed point cluster was initially selected by uniform sampling with a distance of 1 cm . The number of uniformly sampled points was then reduced using normal space sampling. The aim of this strategy is to select points such that the distribution of their normals in angular space is as uniform as possible [30]. The percentage of points used for the reduction was set manually during the registration and varied based on the overlap of the point cluster intended for registration.

## III. Matching

The corresponding points (nearest neighbor) of the selected subset were found in the reference point cluster.

## IV. Rejection

False correspondences (outliers) are rejected on the basis of the compatibility of points. In this study, the correspondences were rejected if:

1. Maximum roughness of fitted planes was higher than 0.15 and 0.4 for noise-free and noisy point clusters, respectively.
2. Maximum angle deviations between the normals of focal neighborhoods was higher than $15^{\circ}$ or $40^{\circ}$ for noise-free and noisy point clusters, respectively.

Furthermore, the parameter of maximal Euclidean distance between the correspondences was set to 5 m . Therefore, no correspondences were rejected based on distance.

## V. Weighting

In this step, a weight $(0 \leq \omega \leq 1)$ was assigned to each correspondence.

The weight value depends on the roughness attribute of corresponding points and the angle between the normals of corresponding points.

## VI. Minimization

Transformation parameters were estimated for the transformed point clusters by minimizing the squared distances between the corresponding points. The point-to-plane distance of two corresponding points is defined as the orthogonal distance of one point to the fitted plane of the other point. All points within a sphere of the specified search radius are considered for the plane fitting. In this study, the search radius varied based on the size of the point cluster and the point density of the cluster. In this step, a transformation matrix is calculated in the form

$$
T=\left[\begin{array}{cccc}
1 & 0 & 0 & t_{x}  \tag{5}\\
0 & 1 & 0 & t_{y} \\
0 & 0 & 1 & t_{z} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where $t_{x}$ is the $x$-axis shift, $t_{y}$ is the $y$-axis shift, and $t_{z}$ is the $z$-axis shift. The matrix shows that no rotation was calculated for the transformed point cloud.

## VII. Transformation

Transformed point clusters were aligned to the reference point cluster using the transformation matrix (Figure 7).


Figure 7. Point clusters from the same tree stem before (a) and after the registration (b).
If the registration was unsuccessful, the change of several parameters was requested by the script. In most cases, only the search radius used for plane fitting (step VI) and the number of iterations were adjusted. Additionally, changes in maximum angle deviations between the normals of focal neighborhoods (with size defined by search radius) of corresponding points, maximum roughness of fitted planes, and percentage of points used for normal space sampling were also requested by the script.

Point clusters aligned in the first execution of the module were merged into one file. The horizontal overlap of merged point clusters and remaining point clusters from the same stem was calculated. If any other point cluster exhibited sufficient overlapping with merged clusters, it was aligned to them. This verification was carried out until all sufficiently overlapping point clusters were aligned (Figure 8).


Figure 8. The workflow of registration of point clusters from individual tree stems.
Aligned point clusters were merged into one slice of the point cloud. From the slice, only point clouds with normalized height ranging from 1.275 m to 1.325 m were extracted in OPALS (Section 2.5.3).

### 2.5.6. Estimation of Diameter at Breast Height

The horizontal slice of the point cloud with normalized height ranging from 1.275 m to 1.325 m was imported into the DendroCloud software [28]. Individual stems were detected using the Group by distance method. Points were clustered using 6 cm distance and only clusters with 30 points or more were considered as a tree stem.

For each detected tree stem, the diameter was estimated using the Monte Carlo method [28]. The best fitted circle was found using randomly generated circle centers and radiuses (Figure 9). The root-mean-square error of the DBH estimation is calculated as

$$
\begin{equation*}
R M S E=\sqrt{\frac{\sum_{i=1}^{n}\left(r_{i}-r\right)^{2}}{n}} \tag{6}
\end{equation*}
$$

where $r$ is the radius of the estimated circle, and $r_{i}$ is the Euclidian distance between the point of the cluster and the center of the circle.

Centers and radiuses were generated until the $R M S E$ reached values lower than 1 mm , or the number of iterations reached 2000. Estimated diameters were saved as point features with their position at the center of the estimated circle.

The estimation of DBH was tested for bias. The $t$-test was applied to this end. First, the error of estimation was calculated as

$$
\begin{equation*}
e_{D B H}=d-D \tag{7}
\end{equation*}
$$

where $d$ is the value of DBH estimated from MLS point cloud and $D$ is the reference value of DBH measured using caliper during the field work.

The mean of calculated errors was then compared to 0 at $95 \%$ confidence using the $t$-test. Testing was performed in STATISTICA 10 software.

The bias in DBH estimation was presented in the form of a mean error. The mean error was calculated as

$$
\begin{equation*}
\bar{e}_{D B H}=\frac{1}{n} \sum_{i=1}^{n} e_{D B H} \tag{8}
\end{equation*}
$$

where $e_{D B H}$ is the error calculated using Equation (7) and $n$ is the number of observations.


Figure 9. Diameter estimation by the Monte Carlo method. Percentage MLS coverage for (a) $25.85 \%$ for (b), $45.28 \%$, for (c) $68.84 \%$, and for (d) $94 \%$. Point clusters (c,d) consist of multiple point clusters each, scanned from different views and aligned by the ICP algorithm introduced by Glira et al. [35].

The accuracy of DBH estimates is presented in the form of a root-mean-square error (RMSE). The root-mean-square error was calculated as

$$
\begin{equation*}
R M S E_{D B H}=\sqrt{\frac{\sum_{i=1}^{n} e_{D B H^{2}}}{n}} \tag{9}
\end{equation*}
$$

where $e_{D B H}$ is the error calculated with Equation (9) and $n$ is the number of observations.

$$
\begin{equation*}
R M S E \%_{D B H}=\frac{R M S E_{D B H}}{\bar{D}} \tag{10}
\end{equation*}
$$

where $R M S E_{D B H}$ is the root-mean-square error obtained from Equation (9) and $\bar{D}$ is mean reference diameter.

### 2.5.7. Estimation of MLS Coverage of Tree Stems

MLS coverage was presented in multiple studies by different names [11,14,36,37]. Bauwens et al. [14] classified the quality of the tree stem cross-section using scanning completeness of the tree, which describes the degree of ring closure for the tree stem cross-section. Pierzchala et al. [11] adapted the term support ratio, introduced by Thies and Spiecker [36] for TLS. In this paper, we adapted the term MLS coverage introduced for TLS data by Wang et al. [37]. The MLS coverage represents the percentage of a stem cross-section that is covered by the TLS point cloud [37].

Generally, MLS coverage describes the feasibility of the point cloud for the tree modeling. In order to estimate the coverage, previously created segments of points from aligned point clusters and estimated diameters in the form of point features were imported into ArcGIS 10.2. For each point cluster, the convex hull was constructed using the minimum bounding geometry tool. The convex hull was converted into a polyline feature. The polyline was edited so that only the part that is covered by points from the tree stem remained (Figure 10). Finally, the length of the edited polyline $l_{i}$ was calculated.


Figure 10. Edited convex hull representing MLS coverage of a tree stem. The point cluster portrayed in the figure consists of multiple point clusters obtained from different views and aligned by the ICP algorithm introduced in Glira et al. [25].

For each point cluster, the circumference $C_{i}$ was calculated using the value of diameter estimated by Monte Carlo method $(\pi \times d)$. The MLS coverage of tree stem was calculated as

$$
\begin{equation*}
\text { coverage }_{M L S}=\frac{l_{i}}{C_{i}} \times 100 \tag{11}
\end{equation*}
$$

## 3. Results

The georeferenced point cloud was divided into multiple files with similar sizes using the GNSS-IMU-based trajectory. The exported point clouds were separated corresponding to individual scanners. Pre-processed point clouds acquired using scanner 1 consisted of $242,244,607$ points. Pre-processed point clouds acquired using scanner 2 consisted of 252,013,431 points. The two point clouds were then divided into 60 smaller point clouds ( 30 for each scanner) using boundaries of designated tiles shown in Figure 1.

### 3.1. GNSS Time-Based Clustering

Sixty point clouds were processed using GNSS time based the point clustering algorithm. All of the point clouds contained misaligned sets of ground points scanned from different views (Figure 11). After processing by the GNSS time-based point clustering algorithm, 58 out of 60 point clouds no longer contained any misaligned sets of ground points (Figure 12).


Figure 11. Part of the pre-processed point cloud extracted using the geometry of one of the polygons shown in Figure 1.


Figure 12. One of the point clouds extracted from the point cloud shown in Figure 11 using GNSS time-based point clustering. The point cloud consists of the highest number of points. The histogram of GNSS time for the point cloud is shown in the upper left part of the figure. The part of the histogram that corresponds to the displayed point cloud is highlighted in green.

### 3.2. Matching and Registration of Point Clusters from Individual Tree Stems

Point clusters from all tree stems were compared and labeled based on their correspondence to a particular tree stem. Overall, 2153 comparisons of the point clusters were performed to match the point clusters from the same tree stems. The comparison results were investigated for a sample of 779 pairs of point clusters. Point clusters were visually examined and manually measured in LASview [34]. In addition to this, manual registration for the matched groups of point clusters was done in ArcScene 10.2. Matching of point clusters, calculation of overlap, and registration of point clusters were evaluated on the basis of omission errors, commission errors, and overall accuracy (Table 4).

With regard to the matching of point clusters, the commission error depicts an incorrect matching of a pair of point clusters from two different tree stems. The omission error represents omission of a matching point cluster pair from the same stem. The overall accuracy of point cluster matching is the percentage of correct matching from the same tree stems or omission of matching of point clusters from different tree stems. The investigation of the comparisons shows that usage of $i_{d}$ improved overall accuracy of point clusters matching from $80.49 \%$ to $86.52 \%$. The commission errors of the matching using only distance and $i_{d}$ occur when the distance between the centroids of point clusters scanned from different views with erroneous positions is shorter than 1.5 m . This was mostly the case when thin stems were located near thicker stems, or another thin stem. Therefore, we added diameter differences $\left(\Delta d_{A B}\right)$ as another parameter for the matching of point clusters. The overall accuracy decreased slightly ( $84.72 \%$ ), also while using $\Delta d_{A B}$ for comparison of the clusters, however, the percentage of commission errors was reduced from $12.2 \%$ to $3.08 \%$ (Table 3). This is highly beneficial for following registration of the point clusters, because the commission error of matching can cause termination of ICP module or incorrect registration for point clusters from the same stem mixed with the point cluster from different tree stem. The utilization of diameter differences $\Delta d$ for the matching of point clusters caused an increase in the omission error from $1.28 \%$ to $12.2 \%$. On the other hand, omitted point clusters in most cases cover only a small part of the tree stem, and aligning them to the rest of the point clusters does not increase the overall MLS coverage of the stem.

The horizontal overlap was calculated for matched point clusters. The commission error of the overlap calculation occurred when point clusters did not overlap to sufficient degree, and their registration was allowed. The omission error occurred when point clusters overlapped sufficiently, and in this case their registration was not allowed by the script. The overall accuracy of overlap calculation for point clusters is a percentage of correctly allowed registrations of sufficiently overlapping point clusters or correctly denied registrations of insufficiently overlapping point clusters. Overlap was checked in ArcMap 10.2 by manually finding a position of the point cluster and dividing the clusters into four zones, as it was done in the automatic calculation. In this case, the difference angle $\Delta \theta_{i}$ was calculated by creating a line using the direction tool in the ArcMap editor. The accuracy was $96.8 \%$. Commission errors were observed for $0.56 \%$ of the calculations, and omission errors were observed for $2.64 \%$ of the calculations.

The registration of sufficiently overlapping point clusters was also evaluated. The overall accuracy of point cluster registration is representative of the percentage of pairs of aligned point clusters with no visible misalignment. In the case of registration, all errors were considered as commission. The overall accuracy of registration was $94.65 \%$. Misalignment between the reference and the transformed point clusters defined as standard deviation of the residual point-to-plane distances was reported by the ICP module. The average misalignment for all aligned groups of point clusters from individual tree stems was 7.2 mm .

Table 3. Results of matching and registration of point clusters. Separated accuracies and errors are reported for matching using only distance between the centroids of the compared point clusters (dist.), matching using the distance and index of duplicity $\left(\right.$ dist. $\left.+i_{d}\right)$ and matching using the distance, index of duplicity and difference between the diameters of the compared point clusters (dist. $+i_{d}+\Delta d$ ).

| Processing Step |  |  | Matching |  |  | Overlap Calculation | Registration |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameters |  |  | dist. | dist. $+i_{d}$ | dist. $+i_{d}+\Delta d$ |  |  |
| Sample size |  |  | 779 | 779 | 779 | 531 | 430 |
| Accuracy | Absolute |  | 627 | 674 | 660 | 514 | 407 |
|  | Relative (\%) |  | 80.49 | 86.52 | 84.72 | 96.8 | 94.65 |
| Errors | Commission | Number | 152 | 95 | 24 | 2 |  |
|  |  | Percentage (\%) | 19.51 | 12.2 | 3.08 | 0.56 | 14 |
|  |  | Omission | Number | 0 | 10 | 95 | 0 |
|  |  | Percentage (\%) | 0 | 1.28 | 12.2 | 2.64 | 0 |
|  |  |  |  |  |  | 0 |  |

### 3.3. Estimation of Diameter at Breast Height

Aligned clusters from individual tree stems were merged into one-point cloud. Points of the point cloud with normalized height ranging from 1.275 m to 1.325 m were extracted and used for DBH estimation. Tree stems were detected using Group by distance method [28]. For every detected tree stem, DBH was estimated by the Monte Carlo method [28]. In some cases, tree stems were still represented by more than one point cluster, as shown in Figure 16. In these cases, only the DBH value estimated from the point cluster with the highest MLS coverage of the tree stem was chosen. The diameter was estimated for 154 tree stems and the estimated DBH values were compared with the values measured by caliper in the field. The $t$-test revealed the bias of DBH estimation at $95 \%$ confidence. Errors in DBH estimation varied between $-7.78 \mathrm{~cm}\left(e_{\min }\right)$ and $9.16 \mathrm{~cm}\left(e_{\max }\right)$ (Figure 13). The mean error of the estimation was 0.63 cm , RMSE was 3.06 cm , and relative RMSE was $6.71 \%$ (Table 4). Nevertheless, Figure 14 shows the strong relationship between DBH values measured by caliper and the DBH estimated from MLS data.


Figure 13. Histogram of errors in DBH estimation from the aligned MLS point cloud.
Table 4. Overall results of DBH estimation for whole sample with size N and mean diameter $\bar{d}$. Minimum ( $e_{\text {min }}$ ), maximum ( $e_{\text {max }}$ ), mean error ( $\bar{e}$ ), absolute (RMSE) and relative root-mean-square error ( $R M S E \%$ ) in the estimation are shown. The shown $p$-value was calculated from errors $e_{D B H}$ (Equation (7)) using $t$-test at $95 \%$ confidence.

| $\mathbf{N}$ | $\bar{d}$ | $p$-Value | $\boldsymbol{e}_{\min }(\mathrm{cm})$ | $\boldsymbol{e}_{\max }(\mathrm{cm})$ | $\boldsymbol{e}^{-}$ | $R M S E(\mathrm{~cm})$ | $R M S E \%(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 154 | 45.02 | 0.0091 | -7.78 | 9.16 | 0.63 | 3.06 | 6.71 |



Figure 14. Scatterplot of DBH estimations from MLS and reference DBH measured by caliper.

### 3.4. MLS Coverage of Tree Stems

The completeness of the tree stem cross-section was evaluated using the MLS coverage parameter. In this study, the convex hull was constructed for every detected tree stem. MLS coverage of the tree stem was calculated using the circumference estimated by the Monte Carlo method and the part of the convex hull covered with points (Figure 15). MLS coverage of the tree stems ranged from $24.98 \%$ to $94 \%$ with a mean of $55.95 \%$ (Figure 16).


Figure 15. Horizontal slice of the processed point cloud. Values of MLS coverage of tree stem are depicted under the point clusters of tree stems.


Figure 16. Histogram of MLS coverage values.
The relationship between the MLS coverage and the error in DBH estimation from the filtered MLS point cloud scanned from one view was shown in Čerňava et al. [20]. This relationship was also exposed for the SLAM-optimized MLS point cloud in Pierzchala et al. [11]. In the case of MLS data aligned by ICP, this relationship is not so evident, but nevertheless similar to the trend shown in Čerňava et al. [20] or Pierzchala et al. [11]. With the exception of MLS data with very low MLS coverage, the errors in DBH estimation from data with low MLS coverage shows an overestimation of the DBH values in MLS data up to $60-70 \%$ coverage. In turn, diameters estimated from MLS data with coverages higher than $70 \%$ are underestimated (Table 5).

Table 5. Mean error ( $\bar{e}$ ), absolute root-mean-square error (RMSE) and relative root-mean-square error (\%RMSE) in DBH estimation from individual aligned MLS point clouds for different MLS coverage extent with sample size of $N$ and mean diameter of $\bar{d}$.

| MLS Coverage (\%) | $\boldsymbol{N}$ | $\bar{d}$ | $\bar{e}$ | RMSE (cm) | \%RMSE (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $20-30$ | 5 | 58.30 | -2.39 | 3.53 | 6.06 |
| $30-40$ | 7 | 54.08 | 1.44 | 6.74 | 12.46 |
| $40-50$ | 38 | 44.88 | 1.22 | 3.11 | 6.92 |
| $50-60$ | 45 | 42.68 | 0.73 | 3.13 | 7.33 |
| $60-70$ | 44 | 46.51 | 0.84 | 2.05 | 4.41 |
| $70-80$ | 11 | 38.63 | -1.14 | 2.17 | 5.61 |
| $80+$ | 4 | 41.31 | -1.34 | 2.19 | 5.31 |

In a previous study [20], the MLS data acquired from only one view and one VQ-250 scanner was used for DBH estimation. The RMSE of the estimation was 2.88 cm using the Monte Carlo method. However, in Čerňava et al. [20], a lot of the MLS data were filtered out. At the study site with an area of 2.93 ha, the MLS data from only 71 trees proved suitable for DBH estimation. The difference in the number of trees used for DBH estimation implies the significant improvement in the tree detection rate using the processing chain presented in this study. Furthermore, the ICP-based registration of MLS data scanned did not cause a significant increase of the RMSE of DBH estimation. In the MLS data
presented in this study, the mean MLS coverage of tree stems increased from $47 \%$ to $55.95 \%$, and the maximal MLS coverage increased from $60.6 \%$ to $94 \%$.

## 4. Discussion

This study introduced the processing chain for estimation of the tree diameter from MLS data acquired under heavy forest canopy. The aim of the study was primarily to introduce a specific approach to the processing of MLS data acquired with weak GNSS signals, rather than to demonstrate the highest possible accuracy of tree diameter estimation. The MLS point cloud investigated in this study was acquired from a 110-year-old forest stand. The mean difference between two DBH values measured perpendicularly across the field, was 2.44 cm . Moreover, the maximum difference was 9 cm . This value can have a significant influence on the error of the diameter estimates from point clouds with a heterogeneously distributed point density and lower coverage of tree stems ( $\sim 50 \%$ ). Better estimates of the tree diameter are expected for younger trees with more symmetric tree stems, and for point clouds with a higher coverage of tree stems.

In some MLS studies from forested areas with weak GNSS signal, the visible misalignment between the data from different views was not considered, or data scanned from distant parts of the MMS trajectory were filtered out $[7,20]$. This study demonstrated that the histogram of GNSS time data can be used for extraction of misaligned scenes of forest acquired using GNSS-IMU-based MLS under a heavy forest canopy. Two point clouds still contained misaligned sets of ground points even after processing the clouds using 0.001 wide histogram classes. Using smaller bin-width does not have any effect on the processing, because the GNSS time of points was recorded with 0.001 s precision. The results of GNSS time-based clustering are shown in Figure 17. As mentioned above, the division of the MLS point cloud using boundaries of the tiles shown in Figure 1 was intended for the reduction of the processing time of very dense point cloud. After processing of the MLS data, we observed that the spatial division of the data also led to discontinuity in the GNSS time data. Therefore, the data scanned from different views were separated in the histogram of GNSS time by the gaps in the histogram (bins with no observations). The gaps in the histogram of GNSS time represent time periods during which the laser beam emitted from the mobile laser scanner is occluded by the trees outside the area represented by the tile of interest, and thus the beam does not reach the trees or ground located within the tile area.


Figure 17. Percentage loss of points after GNSS time-based clustering for individual tiles located within the study site. The direction of the MMS trajectory is highlighted by teal arrows.

The results of our study show that the iterative closest point (ICP) algorithm can be used for aligning MLS data when GNSS outages become too long. The success of registration for sufficiently overlapping point clusters was $93.59 \%$. The average misalignment of point clusters acquired from different views was 7.2 mm . Better alignment of the point clusters can be obtained by simply mapping the forest with a higher coverage of tree stems across the area of interest. Internal inconsistencies of tree stem locations ranging from 5 mm to 8 mm were reported by Kukko et al. [10] using Graph-SLAM-optimized MLS data.

One of the flaws of the introduced processing chain is semi-automatic tree detection. While the tree stem can be detected using the group by distance method [28], some non-tree objects can be also classified as a tree and have to be manually removed from the point cloud. Furthermore, the point clouds from tree stems detected by group by distance method can contain some point noise, which was also filtered manually in this study. The manual filtration was done due to relatively low occurrence of noise, but can be substituted by point-density-based filtering methods contained in presented software [29-31,34]. More efficient detection of tree stems can be also achieved by using cylinder-fitting methods such as that of Liang et al. [38]. Proposed processing chain also utilizes multiple software products. The used software products are originally developed for processing of ALS data with lower point density. Although the OPALS software offer the tools for ground points classification, in order to obtain set of ground with resolution and accuracy similar to the presented processing chain, combination of multiple tools is required.

In this study, the RMSE of DBH estimation was 3.06 cm using the ICP-based processing chain developed for estimation of the tree diameter from TLS data [28]. The presented DBH estimation is also biased. A correction of the bias could potentially increase the accuracy of DBH estimation. This result is similar to accuracy of Monte Carlo based DBH estimation from single scan TLS data and lower comparing to multi-scan data [28]. Authors of MLS studies report also similar [7] or even lower accuracy $[15,38]$. Study of Wu et al. [19] showed that higher accuracy of DBH estimation from MLS can be achieved in urban forests. Higher accuracy was also reported by Ryding et al. [12], Bauwens et al. [14] and Cabo et al. [16] for DBH estimated from HMLS, using cylinder fitting. Pierzchala et al. [11] achieved slightly higher accuracy of DBH estimation from the point cloud generated using Graph-SLAM from the ICP-based laser odometry.

It is important to mention that the mean MLS coverage of the tree stems was $55.95 \%$ in this study, even after the alignment of point cloud slices scanned from different views. Table 5 shows that the DBH estimation from MLS data with coverages above $60 \%$ are more accurate ( $R M S E=2.05-2.19 \mathrm{~cm}$ ). The coverage obtained is much lower compared to e.g., Bauwens et al. [14] with MLS coverages of $100 \%$ for $91 \%$ of the tree stems $\left(R M S E_{D B H}=1.11 \mathrm{~cm}\right)$. The MLS coverage in this study is more similar to the results of Pierzchala et al. [11] $\left(R M S E_{D B H}=2.38 \mathrm{~cm}\right)$. This comparison shows that MLS coverage has a significant influence on the accuracy of DBH estimation, and therefore much more attention should be paid to the selection of a more adaptable platform for MLS and the selection of mapping trajectories in future studies.

## 5. Conclusions

We have developed a processing chain for the extraction of forest scenes scanned from different views from misaligned MLS point clouds, and consequent registration of the scenes using ICP. This study demonstrates that GNSS time data can be used both to separate the scenes of forest stands scanned at different time periods from the spatially extracted point cloud, and to match the MLS data from individual trees. The point clouds obtained from the forest stand with continuous time data can be divided using gaps in the histogram of the time data after being spatially tiled or divided using polygon geometry, as it was shown in the study. This processing can result in the extraction of point clouds without vertically shifting the forest scenes even without sufficient GNSS signal. However, GNSS time-based clustering used in the study caused loss of $33.48 \%$ of the points for both point clouds from the two Riegl VMX-250 scanners. The matching of point clusters from
individual tree stems was successful for $84.72 \%$ of the compared pairs of point clusters. The level of automation for the registration of point clusters from the stems was improved using the method for calculation of horizontal overlap of the clusters in $96.8 \%$ of the cases. Registration was successful in $94.65 \%$ of the cases using the ICP algorithm in the OPALS system. An average misalignment of 7.2 mm was observed for the aligned point clusters.

The DBH was estimated from aligned MLS point clouds for 154 trees. The RMSE of the estimation was 3.06 cm . This accuracy is comparable with GNSS-IMU-based MLS studies, but is lower compared to the majority of SLAM-based MLS studies. Results also show that the accuracy of DBH estimation differs based on the MLS coverage of the tree stems. Therefore, higher accuracy can be expected for MLS data with high MLS coverage (RMSE $=2.05-2.19 \mathrm{~cm}$ for MLS data with coverage of tree stems above $60 \%$ ). The accuracy achieved in this study is likewise comparable with SLAM-based MLS studies that used MLS data with a similar coverage of tree stems. The processing chain can be improved using additional data from the GNSS-IMU system, such as dilution of precision, in order to further increase the level of automation for the processing of MLS data. Future studies should also investigate the accuracy and efficiency of tree parameter estimation from MLS data with high MLS coverages of tree stems.
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