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Abstract: As an important part of maritime traffic, ships play an important role in military and
civilian applications. However, ships’ appearances are susceptible to some factors such as lighting,
occlusion, and sea state, making ship classification more challenging. This is of great importance
when exploring global and detailed information for ship classification in optical remote sensing
images. In this paper, a novel method to obtain discriminative feature representation of a ship
image is proposed. The proposed classification framework consists of a multifeature ensemble
based on convolutional neural network (ME-CNN). Specifically, two-dimensional discrete fractional
Fourier transform (2D-DFrFT) is employed to extract multi-order amplitude and phase information,
which contains such important information as profiles, edges, and corners; completed local binary
pattern (CLBP) is used to obtain local information about ship images; Gabor filter is used to gain the
global information about ship images. Then, deep convolutional neural network (CNN) is applied to
extract more abstract features based on the above information. CNN, extracting high-level features
automatically, has performed well for object classification tasks. After high-feature learning, as
the one of fusion strategies, decision-level fusion is investigated for the final classification result.
The average accuracy of the proposed approach is 98.75% on the BCCT200-resize data, 92.50% on the
original BCCT200 data, and 87.33% on the challenging VAIS data, which validates the effectiveness of
the proposed method when compared to the existing state-of-art algorithms.

Keywords: ship classification; optical imagery; convolutional neural network; 2D-DFrFT; Gabor
filter; CLBP

1. Introduction

Ship classification in optical remote sensing imagery is important for enhancing maritime safety
and security [1,2]. However, the appearance of ships is easily affected by natural factors such as cloud,
sunlight, etc., and wide variations within class in some types of ships and viewing geometry, which
make the improvement of the efficiency of ship classification more challenging and complicated [3,4].

Over the last decade, different kinds of feature extraction algorithms have been proposed to solve
the problem of ship classification using remote sensing images. For example, principal components
analysis (PCA) [5], as the one of most popular tools in feature extraction and dimensionality reduction,
was employed to ship classification. Then, linear discriminant analysis (LDA) was also used in vessel
recognition [6], which can make better use of class information to maximize inter-class dispersion
and minimize intra-class dispersion compared with PCA. In [7], hierarchical multi-scale local binary
pattern (HMLBP) was applied to extract local features. In [8], histogram of oriented gradients (HOG)
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was adopted to extract features because it is a better image descriptor, able to capture the local object
appearance and shape in the image. In [9], the bag of visual words (BOVW) was employed in vessel
classification, which is inspired by the bag of words representation used in text classification tasks.
In [10], Rainey et al. proposed several object recognition algorithms to classify the category of vessel,
which obtained good results. In [11], the local binary patterns (LBP) operator was developed for
vessel classification. In [12], the completed local binary patterns (CLBP) was proposed to overcome
the shortcoming of LBP. Furthermore, the multiple features learning (MFL) framework [13], including
Gabor-based multi-scale completed local binary pattern (MS-CLBP), patch-based MS-CLBP and Fisher
vector (FV) [14], and BOVW-based spatial pyramid matching (SPM), were all presented for ship
classification. Gabor filtering has been employed in some object recognition tasks, such as facial
expression recognition [15] and image classification [16].

Compared with the Gabor filter, fractional Fourier transform (FrFT) has lower computational
complexity and time-frequency focusing characteristics. As a generalization of conventional Fourier
transform, the FrFT is a powerful and effective tool for time-frequency analysis, including time-frequency
characteristics of the signal [17]. FrFT executes a rotation of signal to any angle, while the conventional
Fourier transform is just a π/2 rotation in the frequency plane. Therefore, it is regarded as an
appropriate representation of the chirp signal and has been widely used in the field of signal
processing [18,19]. In 2001, two-dimensional discrete FrFT (2D-DFrFT) was presented to accomplish
optical image encryption [20]. 2D-DFrFT can capture more characters of a face image in different angles,
and the lower-frequency bands contain most facial discriminating features, while high bands contain
the noise. Thus, it has been employed in face recognition [21], human emotional state recognition [22]
and facial expression recognition [23], and obtained good results.

Recently, convolutional neural network (CNN) has shown great potential in the field of
vision recognition tasks by learning high-level features from raw data via convolution operation
automatically [24–26]. CNN is an application of deep learning algorithms in the field of image
processing [27]. A powerful part of deep learning is that the output of one layer in the middle can
be regarded as another expression of data. Compared with the above hand-crafted features, it has the
following advantages: first, the process of feature extraction and classification is dependent, which
means the results can be fed back for learning better features; second, the features extracted by CNN
have a lower complexity image. CNN has been employed successfully in the field of computer vision,
including image classification [28–30], which demonstrates excellent performance. Although CNN has
performed promisingly, it also carries some limitations: firstly, the CNN learning feature is based on
low-level features obtained in the first convolution layer, which may cause some important information
to be lost, such as edge, contour, and so on. Secondly, it cannot learn global rotation-invariant features
of ship images [31,32], which is of importance for classifying vessel category. Thirdly, because the
bottom of CNN acquires information such as image edge, when the edge of the image is not clear, it
cannot achieve good results.

Therefore, to overcome these shortcomings, a multifeature ensemble based on convolutional
neural network (ME-CNN) framework, which combines multi-diversity in hand-crafted features
with the advantage of high-level features in CNN, is presented to classify the category of ship types.
The proposed method employs 2D-DFrFT in the preprocessing stage to produce amplitude and
phase information of different orders. Signal-order features are not enough to classify the image
type and 2D-DFrFT features of various orders extracted from the same image usually reflect different
characteristic of the original image. Therefore, it is important to combine various multi-order features,
which not only obtains more discriminative descriptions of multi-order features, but also eliminates
redundant information about certain angles. Gabor filtering has an excellent ability to represent
the spatial structures of different scales and orientations, which is employed when extracting global
rotation-invariant features. Since CLBP can extract detailed local structure and texture information in
images, it is used to obtain local texture information about the ship image. In this paper, multi-order
features, including amplitude and phase information, and Gabor feature and CLBP images, are viewed
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as inputs of the CNN to obtain excellent performance. Furthermore, decision-level fusion strategy is
adopted for better results based on multi-pipeline CNN models, which operates on probability outputs
of each individual classification pipeline, and combines the distinct decisions into a final one.

There are two primary contributions in this work. First, multiple features are employed for
multi-pipeline CNN models that apply low-level representations of the original images as inputs of
the hierarchical architecture to extract abstract high-level features, which enhances some important
information of the ship, such as edge, profile, local texture, and global rotation-invariant information;
furthermore, because these feature images make up the multi-channel image as the input of CNN,
the amount of data is increased to avoid the over-fitting problem. Second, it is worth mentioning
that 2D-DFrFT can enhance the edges, corners, and knots information of a ship image, which is
useful for CNN to learn high-level features; therefore, various orders of 2D-DFrFT feature contain
different characteristics, which is the motivation of combining them with a Gabor filter and CLBP
for classification improvement; in addition, because each feature does not possess all the advantages
required for ship identification, a fusion strategy is adopted to synthesize the advantages of all branches
that can detect complementary features on the basis of a multifeature ensemble, which could provide
an effective and rich representation of the ship image.

The remainder of this paper is organized as follows. Section 2 provides a detailed description of
the proposed classification framework. Section 3 reports the experimental results and analyses on the
experimental datasets (i.e., BCCT200-resize [33] and VAIS [34]). Section 4 makes concluding remarks.

2. Proposed Ship Classification Method

The task of the current work is to design a framework consisting of CNN and multifeatures for
ship classification using optical remote sensing images. The flowchart of the proposed method is
shown in Figure 1, which consists of four parts. In the first part, we extract the multifeatures that are
viewed as the input of CNN. In the second part, CNN is used to learn the high-level features based
on the image information mentioned above. To reduce network complexity, the network structure of
each branch is the same. The probability of each branch can be obtained from the SoftMax layer of
CNN in the third part. In the last part, the proposed method merges the outputs of each individual
classification pipeline using decision-level soft fusion (i.e., logarithmic opinion pools (LOGP)) to gain
the final classification result.
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Figure 1. A flowchart of proposed classification framework in optical remote sensing imagery.
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2.1. 2D Discrete Fractional Fourier Transformation

For the FrFT, the normalization of the data can reduce computational complexity, which makes
the research process more convenient and effective. In this paper, we first normalize the image before
the FrFT. Let f (h, k) be the ship image with the size of M× N. The formula is as follows:

Max_value = max (max ( f (h, k))) ,
f
′
(h, k) = f (h, k) ./Max_value

(1)

where Max_value is maximum value of the sample image. Regarding deep learning, normalization
can accelerate the speed of finding the optimal solution when the gradient descends, and improve
classification accuracy. Thus, we take absolute values of amplitude and phase after inverse
transformation, normalize them, and then put them into CNN for training.

To deal with the two-dimensional imagery and increase the speed of calculation, two-dimensional
fractional Fourier transform (2D-FrFT) [20,35] is adopted. Compared with convolutional 2D discrete
Fourier transform (DFT), 2D-DFrFT is more suitable and flexible with various orders. With the
changing of rotation angle, the time-frequency domain characteristics of a transformed image are
varied. For normalized images f

′
(h, k) with the size of M × N, the 2D-DFrFT is calculated by the

following equations:

Fp1,p2 (u, v) = (1/MN)
M

∑
h=1

N

∑
k=1

f
′
(h, k)Kp1,p2 (h, k; u, v) , (2)

with the kernel:
Kp1,p2 (h, k; u, v) = Kp1 (h, u)Kp2 (k, v) , (3)

the Kp1 (h, u) is defined as:

Kp1 (h, u)=


Aφh exp

[
jπ
(
h2 cot φh−2hu csc φh+u2 cot φh

)]
,

φh 6= nπ

δ (h− u) , φh = 2nπ

δ (h + u) , φh = (2n± 1)π

(4)

where p1 is the order, φh = p1π
/

2 is the rotation angle. Moreover, Kp1 (h, u) and Kp2 (k, v) have a similar
form. Both are set as the same value, p1 = p2 = p, where p is the order of 2D-DFrFT, which is a significant
parameter for vessel classification. Based on the above equation, it is obvious that the period of the transform
kernel p is 4. Thus, any real value in range [0, 4) can be selected for p. Specifically, FrFT is equivalent to
the conventional FT when p1 = p2 = π/2. Because fractional transformation itself has periodicity and the
symmetry property, we only need to study the transformation order value in the range [0, 1].

Given the aforementioned brief description of the 2D-DFrFT, there are some difficulties in
analyzing the amplitude and phase information of the fractional domain directly, because the
amplitude and phase information of the fractional domain contain time-frequency domain information.
Therefore, the next step of analysis is based on the amplitude and phase information after the fractional
Fourier inverse transform is done. As shown in Figures 2 and 3, it can be noticed that both amplitude
and phase information contain some useful characteristics for contributing the improvement of the
classification approach. Furthermore, it is easily found that amplitude information extracted from
the inverse 2D-DFrFT mainly contains useful information such as profile, texture, etc., especially
small details; in addition, with the gradual increase of order, the energy of the image becomes more
concentrated. The phase information obtained from the inverse 2D-DFrFT mainly consists of edges,
profile information. In addition, various 2D-DFrFT order amplitude features can reflect different
characteristics of the original ship image. Therefore, combining multi-order 2D-DFrFT features can
achieve better classification performance compared with using only single 2D-DFrFT features.
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p=0.8 p=0.9 p=1.0 

p=0.4 p=0.5 p=0.6 p=0.7 

p=0.1 p=0.3 p=0.2 original 

Figure 2. The inverse 2D-DFrFT amplitude information corresponding to different orders.

p=0.4 p=0.5 p=0.6 p=0.7 

p=0.8 p=0.9 p=1.0 

p=0.1 p=0.2 p=0.3 original 

Figure 3. The inverse 2D-DFrFT phase information corresponding to different orders.
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2.2. Reverse 2D-DFrFT on Amplitude Image

For each ship image, it is first handled by 2D-DFrFT, according to the above-mentioned details, to
get amplitude and phase information. As shown in Figure 1, the amplitude of the inverse 2D-DFrFT is
calculated according to amplitude value in the fractional domain. For the ship image f ′(h, k), FT2D
represents 2D-DFrFT operator, and the amplitude information AP(u, v) is obtained as follows:

F (u, v) = FT2D f ′(h, k)), (5)

AP (u, v) = |F (u, v)| . (6)

The inverse 2D-DFrFT of amplitude is the 2D-DFrFT with order −p. Specifically, assuming
ap(h, k) represents the amplitude information of the ship image in fractional domain transformed by
inverse 2D-DFrFT, FT−2D is the inverse 2D-DFrFT operator:

ap (h, k) = FT−2D AP (u, v) . (7)

The amplitude information of Equation (7) is one of the multifeature inputs of the third
CNN pipeline.

2.3. Reverse 2D-DFrFT on Phase Image

The phase of the inverse 2D-DFrFT is calculated based on phase information in the fractional
domain. The calculation process is very similar to the amplitude, that is, the phase information PP(u, v)
of 2D-DFrFT is defined,

PP (u, v) =
F (u, v)
|PP (u, v)| =

F (u, v)
AP (u, v)

. (8)

Assuming pp(h, k) represent the phase information of inverse 2D-DFrFT,

pp (h, k) = FT−2DPP (u, v) . (9)

The phase information of Equation (9) is the feature used in the last branch. However, compared
with the original data, the phase image of the inverse 2D-DFrFT tends to contain a lot of noise. To
obtain better classification results, a simple low-pass Gaussian filter is employed to remove noise, and
then it is fed into CNN.

2D-DFrFT, as above-mentioned in detail, is employed to acquire amplitude and phase information.
Then both, after inverse 2D-DFrFT, are fed into CNN to obtain more abstract feature representation.
As described in Algorithm 1, the training set is first prepared well; then, the phase and amplitude
information are obtained by 2D-DFrFT. To reduce the complexity of research, we use the inverse
transform information, which is calculated by inverse 2D-DFrFT. Since the inverse transform
information is still a complex value, we only take its absolute value to study, and because the phase
information contains noise, the filtering operation is performed.

Algorithm 1 Amplitude and phase information extraction

Require: Prepared training set and testing set
1: Each ship image is normalized and transformed by using 2D-DFrFT filter to obtain amplitude

pictures (AP) and phase pictures (PP) in fractional domain.
2: AP and PP are handled using inverse 2D-DFrFT.
3: The absolute value of AP and PP after inverting is obtained.
4: This information after inversion is normalized.
5: For PP, because it contains noise, Gaussian filter is adopted to obtain better features.

Ensure: AP and PP in time domain



Remote Sens. 2019, 11, 419 7 of 21

2.4. Gabor Filter and CLBP

A Gabor filter has good characteristics to extract directional features and enhance the global
rotation invariance, which has been applied in face recognition [36] and scene classification [37].

It is defined as follows:

G(c, d; λ, θ, σ, γ, ψ) = exp(−
c2

0 + γ2d2
0

2σ2 ) · (cos(2π
c0

λ
+ ψ) + j sin(2π

c0

λ
+ ψ)) (10)

{
c0 = c cos θ + d sin θ

d0 = −c sin θ + d cos θ
(11)

where c and d are the location of the pixels in the space, γ is the aspect ratio that determines the
ellipticity of the Gabor function (its value is 0.5), λ is the wavelength (note that its value is usually
greater than or equal to 2 but less than 1/5 of the input image), bw is the bandwidth, ψ is the phase
offset (its value range is from −180 to 180 degrees), and θ is the direction that regulates the direction
of the parallel stripes when the Gabor function processes the image, taking values between 0 and
360 degrees.

A LBP descriptor has been applied in vessel recognition. However, it is not perfect and still needs
to be improved. Based on this, CLBP was proposed to overcome the shortcoming of LBP, which mainly
includes sign and magnitude information and has the advantages of lower computational complexity
and high distinctiveness. It mainly contains two kinds of descriptive operators, such as CLBP_Sign
(CLBP_S), CLBP_Magnitude (CLBP_M). Both are complementary to one another. The definition is
expressed as follows:

CLBP_Mm,R =
m−1

∑
i=0

U(Qi − D)2i (12)

CLBP_Sm,R =
m−1

∑
i=0

U(si − sc)2i (13)

U(si − sc) =

{
0, i f si < sc

1, i f si > sc

D =
1
L

L−1

∑
l=0

1
m

m−1

∑
i=0

(si − sc) (14)

where R is the distance from the center point, and m is the number of nearest neighbors, si represents
the gray value of the neighbors, Qi = si − sc, and L is the number of sub-windows for image partition.
Here, CLBP_S is the same as the traditional LBP definition. CLBP_M compares the difference between
the grayscale amplitude of two pixels and the global grayscale and describes the gradient difference
information of the local window, which reflects the contrast.

2.5. Convolutional Neural Network

Based on the multifeatures ensemble, CNN is further employed for feature extraction. A normal
CNN consists of several layers: convolutional layers to learn hierarchy local features; pooling layers to
reduce the dimension of the feature maps; activation layers to produce non-linearity; dropout layers to
avoid the problem of over-fitting; fully connected layers to use the global feature and SoftMax layers
to predict the category probability. Here, the cross-entropy loss formula is defined as:

Ja = −
MM

∑
ii=1

log
eWT

yii
xii+byii

∑NN
jj=1 eWT

jj x+bjj
, (15)
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where xii is the iith feature, yii is the target class, MM is the batch size, NN is the number of the
category, and W is the weight matrix of the fully connected layer and b is the bias.

In the proposed framework, based on AlextNet, we have made some changes to the network
structure. Firstly, because each feature image is composed of multiple channels as the input of CNN,
which increases the number of datasets in a sense, we choose to start the training network from scratch
instead of using the fine-tuning strategy. Considering the performance and computational complexity,
we reduce the number of convolution layers from five to three. Secondly, Batchnorm layer [38] is
added to the network, which can reduce the absolute difference between images, highlight relative
differences, and accelerate training speed. Furthermore, a strategy, i.e., local response normalization,
LRN, is adopted to improve the performance of the framework and accelerate the training speed of the
network. The dropout layer is employed in the last two fully connected layers to avoid the problem of
over-fitting and improve the generalization ability of the network. Here, the drop parameter is set 0.75.
The further parameters of the designed CNN are listed in Table 1 and the detailed structure is shown
in Figure 4.
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Figure 4. Detailed structure display of CNN.

Table 1. The details of the designed CNN structure.

Layer. Type Kernel Size Filter Number Stride

A Convolution 11 96 4
B Batchnorm - - -
C MaxPooling 3 - 2
D Convolution 5 384 1
E Batchnorm - - -
F MaxPooling 3 - 2
G Convolution 3 384 1
H Batchnorm - - -
J MaxPooling 3 - 2
K FullyConnected 4096 - -
L FullyConnected 4096 - -
M SoftMax 4 - -

Finally, since multifeatures can reflect different information about the original image, and to
obtain better classification accuracy, integration strategies, i.e., decision-level fusion, are adopted.
Soft LOGP [16,39] is employed to combine the posterior probability estimations provided from each
individual classification pipeline. The process further improves the performance of a single classifier
that uses a certain type of feature.

2.6. Decision-Level Fusion

Decision-level fusion merges results from different classification pipelines and combines distinct
classification results into a final decision, which can show better performance than a single classifier
using an individual feature. As a special case of decision-level fusion, score-level fusion is equivalent
to soft fusion. The aim is to combine the posterior probability estimations provided from each single
classifier by using score-level fusion. In this work, the soft LOGP is employed to obtain the result.
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The LOGP [16,39] takes advantage of conditional class probability from the individual
classification pipeline to estimate a global membership function P

(
rq|t
)
. Assume r is a final class label,

which can be given according to:
r = arg max

q=1,2,...,Q
= P

(
rq|t
)

, (16)

where Q is the number of classes, and rq indicates the qth class belong to which one in a sample t.
The global membership function is as follows:

P
(
rq|t
)
=

Z

∏
z=1

pz
(
rq|t
)αz , (17)

or

logP
(
rq|t
)
=

Z

∑
z=1

αz pz
(
rq|t
)

(18)

where pz
(
rq|t
)

represents the conditional class probability of the z classifier, {αz}Z
z=1 is the classifier

weights uniformly distributed over all of classifiers, and Z is number classifiers.

2.7. Motivation of Proposed Method

The motivation of developing a ME-CNN to learn image characteristics for ship classification is as
follows: firstly, for Gabor filter, which is rotation-invariant and orientation-sensitive; i.e., it can extract
the global features in different directions for images. In terms of ship recognition, this characteristic is
very important, because different orientations of the bow lead to greater intra-class differences, which
may affect the classification results. For CNN, it can only obtain local rotation invariance features
by pooling operations, but it is more important for ship recognition with global rotation invariance.
Therefore, it is meaningful to combine Gabor filter with CNN for ship recognition.

Secondly, because the categories of ship are various, this may cause the structure features to be
more complex and changeable; thus, the local texture, edge, and profile information are expected;
however, CNN cannot extract all low-level features based on the raw data. CLBP descriptor, as a
local texture feature descriptor, captures the spatial information of the original image and extracts the
local texture features, and has two descriptor operators CLBP_S and CLBP_M. CLBP_M extracts more
contour information of the ship image, while CLBP_S extracts more detailed features of local texture
of ship image. Therefore, the obtained features have stronger robustness. The Gabor filter and CLBP
images are shown in Figure 5.

Thirdly, 2D-DFrFT, as a generalized form of Fourier transform, has the advantages of Fourier
transform and has its own unique characteristics. As shown in Figures 2 and 3, 2D-DFrFT features of
various orders extracted from the same image usually reflect different characteristics of the original
image. Therefore, the combination of multi-order various features is important, which makes the
feature representation more discriminative. Furthermore, it has been viewed as a vital tool for handling
chirp signals, which can capture the profile and detailed formation. The ship image can be regarded as
a gradually changing signal and has some similarity to a face image. Thus, inspired by this advantage
of 2D-DFrFT, we use it to extract amplitude and phase information. Although the features mentioned
above have their own advantages, they do not have all the characteristics of ship identification, and they
are complementary. Therefore, it is necessary to form multifeatures, which combine their respective
advantages, making the features richer and more separable.

Finally, the reason that CNN is chosen to continue to learn high-level features based on the features
mentioned above is that the network has the capacity to capture structure information automatically
by layer-to-layer propagation. Compared with low-level features, these are more abstract, robust, and
discriminative for dealing with within-class differences and inter-class similarity.
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(a) (b) (c)

(d) (e) (f)

Figure 5. Display of Gabor filter and CLBP images. (a) original image. (b) CLBP_S coded image. (c) CLBP_M
coded image. (d–f) represent filtered images obtained by using Gabor filter with different orientations.

3. Experiments and Analysis

In this section, extensive experiments are conducted to evaluate the effectiveness of the proposed
approach by using optical remote sensing imagery. All the experiments are conducted in Python,
MATLAB, and Caffe. The Caffe is a deep learning tool developed by the Berkeley vision and community
contributors [40]. The experimental environment is Ubuntu 14.04, dual Intel i5 4590 CPUs, 8GB memory,
and GPU of Nvidia GTX 970.

3.1. Experimental Datasets

The first available dataset is called BCCT200-resize [33], and consists of small grayscale ship
images that have been chipped out of larger electro-optical satellite images by the RAPIER Ship
Detection System. They were rotated and aligned to have uniform dimensions and orientation in
the procedure of preprocessing, including 4 ship categories, i.e., barge ships, cargo ships, container
ships, and tanker ships, and each type of ship target has 200 images comprising 300× 150 pixels,
as illustrated in Figure 6. More detailed information of the training and testing samples is listed in
Table 2.

The second dataset is the original BCCT200 dataset, which also consists of small grayscale ship
images chipped out of larger electro-optical satellite images by the RAPIER Ship Detection System.
However, in contrast to the first dataset, they are unprocessed, and at various orientations and
resolutions, which makes the data more challenging. The data includes four classes: barges, cargo
ships, container ships, and tankers, and 200 images per class, as shown in Figure 7. To achieve a fair
comparison, we follow the same experimental setup illustrated in [13] for the above two datasets.
To obtain the available data for the proposed approach, a cross-validation strategy is adopted during
the process. The number of the training and testing samples is shown in Table 3.
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barge cargo container tanker

Figure 6. Illustration of the BCCT200-resize data.

barge

cargo

container

tanker

Figure 7. Illustration of the original BCCT200 data.

Table 2. Selected classes for evaluation and the numbers of training and test set for the BCCT200-resize data.

No. Class Train Test

1 Barge 140 60
2 Cargo 140 60
3 Container 140 60
4 Tanker 140 60

Total 560 240

Table 3. Selected classes for evaluation and the numbers of training and testing set for the original
BCCT200 data.

No. Class Train Test

1 Barge 160 40
2 Cargo 160 40
3 Container 160 40
4 Tanker 160 60

Total 640 160
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The third data is the world’s first publicly available data, referred to as VAIS, which consists
of paired visible and infrared ship images [34]. The dataset includes 2865 images (1623 visible and
1242 infrared), of which there are 1088 corresponding pairs in total. It has 6 coarse-grained categories,
i.e., merchant ships, sailing ships, medium-passenger ships, medium “other” ships, tug boats, and
small boats. The area of the visible bounding boxes ranges from 644 to 6,350,890 pixels, with a mean of
181,319 pixels and a median of 13,064 pixels, as shown in Figure 8.

The dataset is partitioned into “official” train and test groups. Specifically, it makes 539 image
pairs and 334 singletons for training, and 549 image pairs and 358 singletons for testing. In this paper,
we only conduct experiments based on the visible ship imagery category. To facilitate a fair comparison,
before 2D-DFrFT, we resize each ship image to size 256 × 256 using bicubic interpolation, which is
implemented the same as [34], and the number of training and testing samples is illustrated in Table 4.

merchant

medium

other

medium 

passenger

sailing

small

tug

Figure 8. Illustration of the VAIS data.

Table 4. Selected classes for evaluation and the numbers of training and test samples using the VAIS data.

No. Class Train Test

1 Merchant 103 71
2 Medium-other 99 86
3 Medium-Passenger 78 62
4 Sailing 214 198
5 Small 342 313
6 Tug 37 20

Total 873 750

3.2. Parameters Setting

The detailed architecture is shown in Table 1. In the proposed classification framework,
8 orientations of Gabor filters are selected, and the spatial frequency bandwidth is set at 5 for all
the experimental data. After that, the 8 Gabor images of each sample are composed of multiple
channels of the inputs of CNN. That is to say, for Gabor feature images, the CNN architecture includes
8 input maps with size 256× 256. The operation of CLBP feature images is similar. For 2D-DFrFT, to
test the influence on classification, different orders are selected to process ship images using 2D-DFrFT
with the interval of 0.01 in the range of [0, 1]. Various orders have different contributions to feature
extraction, so we discuss the effect of parameter p for 2D-DFrFT. Based on Figures 9–11, it is easy
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to discover that the amplitude information shows excellent performance at 0.01, 0.02, and 0.03, so
we have reason to believe that the amplitude of these three orders contain more useful information
than other orders. Similarly, it can be observed that phase information achieves better results at 0.1,
0.2, and 0.3. That is to say, compared with other orders, they contain more important information.
comprehensively considering the computational performance and classification effect, for the three
datasets, we use the amplitude and phase of three orders to form multi-channel images as the input
of CNN.
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Figure 9. Classification results of Amplitude and Phase features under different orders using the
BCCT200-resize data.
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Figure 10. Classification results of Amplitude and Phase features under different orders using the
original BCCT200 data.

During the processing, we unify the size of the experimental image to 256× 256, and then the
output image, i.e., amplitude and phase value, of the 2D-DFrFT is cut from the four corners and centers
of it to obtain subregions of the same size 227× 227 as the input of the CNN. Experimental results
demonstrate that the operation is helpful for training the network, mainly because it can increase the
amount of training data so it will not produce a bad influence on training, but largely avoid over-fitting.
Finally, a 4096-dimensional feature vector of the second fully connected layer is obtained.
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As for CNN, and some parameters are important. Specifically, for the BCCT200-resize data,
the learning rate is set as 0.0001 with the policy of Adam [41]. The momentum is 0.9, gamma is 0.95,
weight decay is 0.001, and the max iteration is 30000. As for the original BCCT200 data, the learning
rate is set as 0.00001 with the policy of Adam [41]. The momentum is 0.99, gamma is 0.95, weight
decay is 0.004, and the max iteration is 30,000. As for the VAIS data, the learning rate is set as 0.00001
with the policy of Adam [41]. The momentum is 0.99, gamma is 0.9, weight decay is 0.1, and the max
iteration is 30,000.
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Figure 11. Classification results of Amplitude and Phase features under different orders using VAIS data.

3.3. Classification Performance and Analysis

As listed in Table 5, we find that the filtering operation on phase information is effective. Therefore,
it is also implemented in another two datasets. To verify the effectiveness of the proposed method, we
compare it with other state-of-the-art algorithms, and the results are reported in Tables 5–7 for three
experimental datasets. All methods are conducted on the same image set. Specifically, 2D-DFrFT-M
and 2D-DFrFT-P are the representation of amplitude (M) and phase (P) information after inverse
transformation, respectively [21]. Obviously, the proposed algorithm outperforms other existing
methods, which demonstrates the effectiveness of the proposed framework for ship classification.
Specifically, for the BCCT200-resize dataset, the proposed classifier performs with an accuracy of
98.75%, while the hierarchical multi-scale LBP (HMLBP) obtained an accuracy of 90.80%, with an
improvement of approximate 8%; compared with the state-of-art MFL, the improvement is about 4%.
For the original BCCT200 dataset, the proposed method gains about 5% overall accuracy compared with
the MFL algorithm [13]. Moreover, for the VAIS dataset, the improvement of the proposed approach
compared with the MFL is 2%. Therefore, the proposed method, which combines multiple features by
decision-level fusion strategy, has obvious advantages. The reason is that the method proposed in this
paper combines the advantages of several features that are beneficial for ship classification. Specifically,
the Gabor filter can acquire the global rotation invariance feature of the ship, which is especially
important for vessel identification. CLBP can extract texture information of the ship, etc. 2D-DFrFT can
obtain the edge and profile information of the ship, etc. Based on these characteristics, CNN can learn
more abstract and specific features better, but these features do not have all the advantages required
for ship classification, so a fusion strategy is adopted to obtain more abundant and discriminative
features, thus achieving better performance.

Furthermore, for the BCCT200-resize dataset, the proposed approach yields the highest
classification accuracy of 98.75%, and the 2D-DFrFT-P+CNN obtains an accuracy of 95.00%, with an
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improvement of approximately 5%. For the original BCCT200 dataset, the improvement is about 16%
compared with the 2D-DFrFT-P+CNN. For the VAIS dataset, the improvement is also obvious. This
can be explained because the classic ship feature extraction approach misjudged the non-ship region
to be ship area and part of information is lost. On the contrary, the proposed method not only adopts
CNN to effectively capture the high-level features, but also takes full advantage of the complementary
information of 2D-DFrFT to extract features, and the global feature of Gabor filter and local feature of
CLBP, which enhances discriminative information.

To validate the enhanced discriminative power of the proposed approach, we compare the
classification accuracy of the proposed multiple CNN fusion strategy with the performance of the
methods that use each individual feature in the classification framework. The experimental results are
listed in Tables 8–10. Obviously, the proposed method shows better performance than all the other
approaches based on the individual features. Specifically, for the BCCT200-resize data, the global
feature representation method, i.e., 2D-DFrFT-M+CNN, achieves maximum accuracy for the container
category. For the VAIS data, 2D-DFrFT-M+CNN, gains highest accuracy for medium-passenger
category, while Gabor+CNN obtains better performance for medium-other categories. Nevertheless,
the proposed classification framework achieves superior performance for other classes and the highest
overall accuracy for three experimental datasets.

Figure 12 depicts the confusion matrix of the proposed method with decision-level fusion strategy
for the BCCT200-resize dataset. It is obvious that the major confusion occurs between class 1 (i.e., barge)
and class 3 (i.e., container), since some barge images are similar to the container images. Figure 13
displays the confusion matrix of the proposed method for the original BCCT200 dataset. It is easily
found that major confusion occurs between class 2 (i.e., cargo) and class 4 (i.e., tanker), or between
class 2 (i.e., cargo) and class 4 (i.e., container). Figure 14 shows the confusion matrix of the proposed
approach for the VAIS dataset. It is observed that major confusion occurs within class 1 (i.e., merchant),
class 2 (i.e., medium-other) and class 5 (i.e., small), or between class 3 (i.e., medium-passenger) and
class 5 (i.e., small). The reason for this is that small ships include speedboats, jet-skis, smaller pleasure,
and larger pleasure, medium-other ships include fishing, medium-other, and some small ships and
medium-other ships have relatively high similarity. Furthermore, as shown in Figure 14, it is easily
found that the medium-other and medium-passenger classifications have a lower accuracy. The reason
is that the quality of this dataset is not very good, and some of the graphics are vague, especially ones
of the categories in the medium-other category and the tour boat in the medium-passenger; the other
is that some small images and medium-passenger exist similarity.

Table 5. Comparison of classification accuracy (%) with some state-of-the-art methods for the
BCCT200-resize data.

Method Accuracy (%)

MPCA + SVM [10] 79.10
BOW + SVM [10] 76.80
HOG + SVM [10] 81.60
PCA + SVM [10] 77.10
LDA + SVM [10] 74.10

Hierarchical multi-scale LBP(HMLBP) [10] 90.80
Gabor + MS-CLBP + SVM [13] 90.63

Deep Learning HyperNEAT [42] 83.70
MFL(decision-level) + ELM [13] 94.63
MFL(decision-level) + SVM [13] 94.63

CNN [30] 96.25

2D-DFrFT-P(no-filtering) + CNN 91.67
2D-DFrFT-M + CNN 96.25
2D-DFrFT-P + CNN 95.00

Gabor + CNN 96.67
CLBP + CNN 92.91

Proposed ME-CNN 98.75
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Table 6. Comparison of classification accuracy (%) with some state-of-the-art methods for the original
BCCT200 data.

Method Accuracy (%)

PCA + NN [43] 74.50
V-BOW [9] 78.50

BOVW + SVM [10] 76.30
BOVW + SRC-L [10] 74.80
BOVW + SRC-L [10] 75.60

Gabor + MS-CLBP [13] 76.00
MFL(decision-level) + ELM [13] 85.88
MFL(decision-level) + SVM [13] 86.87

CNN [30] 88.75

2D-DFrFT-M + CNN 90.62
2D-DFrFT-P + CNN 80.00

Gabor + CNN 85.00
CLBP + CNN 81.87

Proposed ME-CNN 92.50

Table 7. Comparison of classification accuracy (%) with some state-of-the-art methods for the VAIS data.

Method Accuracy (%)

Gnostic Field [34] 82.4
HOG + SVM [10] 71.87

CNN [34] 81.9
Gnostic Field + CNN [34] 81.0

Gabor + MS-CLBP [13] 77.73
MFL(decision-level) + ELM [13] 85.07
MFL(decision-level) + SVM [13] 85.07

CNN [30] 74.27

2D-DFrFT-M + CNN 81.47
2D-DFrFT-P + CNN 79.87

Gabor + CNN 78.93
CLBP + CNN 75.87

Proposed ME-CNN 87.33

Table 8. Class-specific accuracy (%) for the BCCT200-resize data.

Class CNN 2D-DFrFT-M + CNN 2D-DFrFT-P + CNN Gabor + CNN CLBP + CNN Proposed ME-CNN

Barge 96.67 96.67 98.33 100.00 98.33 100.00
Cargo 93.33 91.67 91.67 96.67 88.33 98.33

Container 96.67 98.33 95.00 93.33 90.00 96.67
Tanker 98.33 98.33 98.33 96.67 95.00 100.00

Table 9. Class-specific accuracy (%) for the original BCCT200 data.

Class CNN 2D-DFrFT-M + CNN 2D-DFrFT-P + CNN Gabor + CNN CLBP + CNN Proposed ME-CNN

Barge 95.00 95.00 95.00 92.50 82.50 95.00
Cargo 82.50 82.50 67.75 80.00 80.00 87.50

Container 87.50 87.50 90.00 87.50 80.00 90.00
Tanker 90.00 97.50 67.75 80.00 85.00 97.50

Table 10. Class-specific accuracy (%) for the VAIS data.

Class CNN 2D-DFrFT-M + CNN 2D-DFrFT-P + CNN Gabor + CNN CLBP + CNN Proposed ME-CNN

Merchant 64.78 77.46 45.07 71.83 76.06 84.50
Medium-other 26.74 41.86 47.67 58.14 47.67 48.84

Medium-passenger 56.45 71.49 53.22 27.42 33.87 62.90
Sailing 91.41 92.42 93.43 94.95 95.45 99.49
Small 82.75 89.46 93.93 87.54 82.43 96.47
Tug 65.00 55.00 70.00 60.00 30.00 75.00
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Figure 12. Classification confusion matrix of the proposed ME-CNN using the BCCT200-resize data.
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Figure 13. Classification confusion matrix of the proposed ME-CNN using the original BCCT200 data.
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Figure 14. Classification confusion matrix of the proposed ME-CNN using the VAIS data.

To validate the effectiveness of to the proposed method when the number of training datasets is
varied, we also carried out an experiment. The results are listed in Table 11. Specifically, Train/Test set:
[140/60] means that 140 images per category are considered for training and 60 images per category
are viewed as testing. It is obvious that even with a small number of training sets, the classification
performance of the proposed method is always better than that of other single-branch CNN under the
uniform condition of training samples and test samples. Specifically, even if the training set is very
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small, (e.g., 40), the approach presented in this paper still shows excellent performance, which proves
the effectiveness of the proposed framework.

The standardized McNemar’s test is usually employed in evaluating the statistical significance
about the performance improvement of the proposed approach. When the Z value of McNemar’s test
is larger than 1.96 and 2.58, it means that the two results are statistically different with the confidence
level of 95% and 99%, respectively. The sign of Z denotes whether the first classifier outperforms the
second classifier (Z > 0). In our experiments, the comparison between the proposed method and other
individual methods is made separately. As listed in Table 12, all values are larger than 2.58, which
demonstrates the effectiveness of the proposed approach.

Table 11. Classification accuracies with different numbers of training samples (%) for the BCCT200-resize data.

Train/Test CNN 2D-DFrFT-M + CNN 2D-DFrFT-P + CNN Gabor + CNN CLBP + CNN Proposed ME-CNN

140/60 96.25 96.25 95.00 96.67 92.91 98.75
120/80 95.94 95.94 87.81 92.50 95.00 96.56

100/100 95.64 95.64 87.44 91.79 94.36 96.50
80/120 93.75 93.96 86.47 91.04 90.62 94.79
60/140 92.32 92.50 83.57 89.82 90.36 94.64
40/160 90.25 91.09 81.88 86.09 84.06 92.97

Table 12. Statistical significance evaluated by the McNemar’s test based on difference between methods.

BCCT200-Resize Original BCCT200 VAIS

mean Z/significant? mean Z/significant? mean Z/significant?

Proposed ME-CNN vs. CNN
13.08/yes 10.25/yes 15.52/yes

Proposed ME-CNN vs. 2D-DFrFT-M + CNN
13.15/yes 10.39/yes 14.81/yes

Proposed ME-CNN vs. 2D-DFrFT-P + CNN
13.11/yes 10.29/yes 13.91/yes

Proposed ME-CNN vs. Gabor + CNN
13.15/yes 10.10/yes 14.54/yes

Proposed ME-CNN vs. CLBP + CNN
12.84/yes 10.05/yes 15.31/yes

4. Conclusions

In this paper, a novel classification framework (ME-CNN) was proposed for classifying category
of ship. Inspired by the success of 2D-DFrFT in face recognition, we proposed to employ multi-order
amplitude and phase images as the inputs of CNN, respectively. Furthermore, because Gabor filter and
CLBP descriptor have been successfully applied in the field of face recognition and ship classification,
the Gabor filter was used to obtain global rotation-invariant features to make up the shortcomings of
CNN; CLBP was used to extract the local texture information, which is important for ship classification.
All the above multifeatures were viewed as the input of deep CNN. Those features are complementary
to each other and the combination of them is a powerful and comprehensive representation of ship
images. It is easily found that the proposed approach has shown superior performance than the
individual feature-based methods. Through experimental results, the proposed ME-CNN has provided
excellent performance when compared to other state-of-the-art methods, which further demonstrates
the effectiveness of the proposed classification framework.

Encouraged by the successful application of improved CNN, especially in the field of image
recognition, future work should apply the improved method based on CNN directly to ship
classification tasks.
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