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Piotr Siekański * , Sławomir Paśko , Krzysztof Malowany and Marcin Malesa

Institute of Micromechanics and Photonics, Warsaw University of Technology, 8 Św. A. Boboli St.,
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Abstract: Unmanned aerial vehicles (UAVs) are widely used to protect critical infrastructure objects,
and they are most often equipped with one or more RGB cameras and, sometimes, with a thermal
imaging camera as well. To obtain as much information as possible from them, they should be
combined or fused. This article presents a situation in which data from RGB (visible, VIS) and
thermovision (infrared, IR) cameras and 3D data have been combined in a common coordinate system.
A specially designed calibration target was developed to enable the geometric calibration of IR and
VIS cameras in the same coordinate system. 3D data are compatible with the VIS coordinate system
when the structure from motion (SfM) algorithm is used. The main focus of this article is to provide
the spatial coherence between these data in the case of relative camera movement, which usually
results in a miscalibration of the system. Therefore, a new algorithm for the detection of sensor
system miscalibration, based on phase correlation with automatic calibration correction in real time,
is introduced.
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1. Introduction

Drones are used in inspection and security systems because they are able to quickly monitor large
areas, work autonomously, and are low cost compared to traditional human inspection. Drone-mounted
cameras operating in the visible band are commonly used in these systems because they provide
information that can be easily interpreted, either by a human operator or automatically, using
computer vision algorithms. However, this approach may be insufficient in the case of systems used
for monitoring critical infrastructure. These systems must be able to detect threats under adverse
conditions (e.g., at night when there is not enough light to detect objects) or hidden objects (e.g., persons
hiding under the trees who cannot be viewed from above by an ordinary camera). However, because
of the differences in thermal radiation, they may be distinguished in the infrared band [1]. 3D data may
be helpful in the detection of a relative change in the geometric parameters of the objects. For instance,
masked objects, such as sheds covered by sand or snow, may not be detected using an ordinary visible
(VIS) camera; however, they are detectable using 3D data [1]. Therefore, we propose a fusion of data,
including color imaging (VIS), thermal imaging (IR), and 3D data (Figure 1). To maintain spatial data
coherence, the presented system must be as resistant as possible to system miscalibration, which is
caused by device vibrations that occur during flight or result from possible impacts of the multimodal
head with the ground during unmanned aerial vehicle (UAV) landing. To meet these requirements,
we have developed a procedure for the mutual calibration of infrared (IR) and VIS sensors using a
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single calibration artefact, and thanks to the use of the SfM method [2] to obtain 3D data offline, we
can be sure that these data will also be consistent with the adopted coordinate system. The multimodal
system miscalibration detection procedure and calibration correction algorithm work on the drone in
real time.
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2. Related Work

2.1. IR–VIS Image Registration

Combining multimodal IR and VIS images with 3D data is normally used in the analysis of
data collected by drones. It is common practice to create a georeferenced orthophoto map from VIS
images and to map IR data to VIS using GPS [3–5]. In some cases, the GPS position may not be
accurate enough to properly register the images or, because of interference, may not be available at
all [3]. The registration of IR and VIS data can be improved using well-defined markers (i.e., ground
control points, GCPs) that are detectable in both modalities and whose positions must be accurately
determined in space [4]. This approach, like the previous one, requires an orthophoto map to be
generated beforehand, which makes it unsuitable for online use.

In the absence of GCP, image analysis algorithms for VIS and IR images may be used to determine
the transformation between them. This is a demanding task because, in general, the cameras used
for imaging have different focal lengths, aberrations, resolutions, and spectral ranges and observe
the scene from a slightly different perspective. Multiple methods exist for matching multimodal
images. They can be combined by analyzing the spectra of both images, after transforming them
to the frequency domain, or by directly analyzing the features visible in both images. In the first
case, we can distinguish between approaches based on the Fourier transform [6,7] and those based
on the wavelet transform [8]. Image-based methods are used much more often to register images
from IR and VIS cameras [9]. Approaches based on feature points [10], lines [9], or regions [11] can
be distinguished. It is often necessary to combine more than one method for extracting the features
in images. Yahyanejad and Rinner [12] proposed an analysis of feature points extracted from the
edges of images in both modalities, and Li et al. [13] used feature points extracted from both images
using the SIFT (Scale Invariant Feature Transform) algorithm [14] and phase correlation to search
for correspondences. None of the above methods takes into account the image aberration caused by
the low-quality optics used in drone-mounted cameras, although according to [15], the correction of
aberrations, before combining images, has a positive effect on the registration of multimodal images
from various devices.

Distortion correction of both lenses is possible thanks to the prior determination of the internal
parameters of both cameras. If this is conducted using the same calibration target, it is possible to
determine the position of both cameras in relation to each other and to find a common field of view for
both cameras.
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2.2. Calibration of Multimodal VIS–IR

Camera calibration is the process of determining a mathematical model that describes the course
of rays in a camera’s optical system for each pixel of its detector. The most common approximation of
a real optical system is the pinhole model, in which all rays converge at one point. The calibration
procedure is usually carried out, due to the simplicity of the method, using a flat pattern, according to
the method proposed by Zhang [16]. A checkerboard pattern or a set of circular markers is commonly
used to calibrate the camera’s optical system.

In the case of the simultaneous calibration of two cameras with different spectra (IR + VIS), it is
necessary to use a pattern with markers visible in both modalities. This prevents the use of standard
patterns dedicated to calibrating VIS cameras because the markers on them are invisible in the IR band.
Markers, in order to be visible in the IR band, must have a different emissivity factor or a different
temperature than the rest of the target. Multimodal camera calibration methods can be divided into
two groups in terms of the need for external target heating: passive and active.

Passive targets for multimodal calibration require a combination of two materials with different
emissivity coefficients, which requires the combination of two different materials to build the target
(e.g., plastic > 0.9 and aluminum < 0.03). In many cases, the combination of materials is conducted
manually, for example, by sticking a pattern made of paper with holes onto an aluminum surface [17]
or applying markers made of self-adhesive foil to an aluminum surface [18]. These approaches make
it impossible to achieve a mounting accuracy greater than 0.5 mm [19]. To overcome this problem,
Usamentiaga et al. [19] proposed printing the markers on a plate made of Dibond®, a composite
consisting mainly of aluminum. The markers are visible in the IR spectrum because of the difference in
emissivity between the target material and the ink. Another possible solution is to use a checkerboard
made of two types of synthetic resin characterized by different emissivity levels [20]. The disadvantage
of all passive solutions is that materials characterized by a low emissivity are, at the same time,
characterized by a high reflectivity; therefore, they reflect the radiation of the environment. For
this reason, they can only be used under strictly controlled conditions. For indoors, in most cases,
the pattern needs to be heated to increase the contrast in the calibration images. However, under
external conditions, natural solar radiation is often sufficient. It should be ensured that during
calibration there are no sources of heat radiation or other objects in the environment, such as trees or
buildings, whose heat images could reflect off the surface of the pattern [18].

Active multimodal calibration methods can be divided into two groups according to whether
they require a continuous supply of thermal energy or only temporary heating of the target and
rapid calibration. The second approach requires the immediate collection of calibration photos,
as the contrast of IR images decreases instantly as the pattern cools. For this reason, the calibration
performed may be inaccurate after a few seconds [21]. In 2015, Saponaro et al. [22] suggested placing a
checkerboard, printed on sheet of paper, on a ceramic surface and heating the surface with a heating
lamp. Their approach extended the time of calibration to several minutes, but it was tested only
indoors under strictly controlled conditions. Systems with tungsten bulbs are also commonly used
to calibrate multimodal systems because they emit radiation that is visible in both modalities [23,24].
The disadvantage of this approach is the fact that it is impossible to determine the exact position of the
bulb with a high accuracy based on the image [18].

2.3. In Situ Calibration Correction

As rightly noted in [25], a multimodal system mounted on a movable platform can become
uncalibrated over time (i.e., drift may occur between the previously determined camera positions),
resulting in a lack of spatial synchronization between images. In addition, due to temperature
differences, accelerations, vibrations, and so on, the camera system may move, which, additionally,
necessitates the provision of an active compensation mechanism for such phenomena during flight.
The cited publication proposes an algorithm based on the use of the Gaussian image pyramid in both
modalities and image mapping using polynomials.
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Miscalibration detection can be reduced to the problem of the image registration between a pair
of VIS and IR images, but as noted in [12], analyzing image sequences in each modality separately
may produce better results. In the same publication, the authors proposed two other methods for
detecting the mutual position of both sensors: one based on combining multiple images and another
based on depth maps. The first approach requires the computation of an orthophoto map of the whole
area in both modalities, which requires the use of a computationally expensive bundle adjustment
algorithm [26], so it cannot be used online. The second approach is based on computing depth maps
between consecutive pairs of images and the subsequent determination and matching of characteristic
points between them. However, this method may work only if the area over which the flight takes
place is characterized by elements of different heights that are distinguishable in both modalities.

3. Materials and Methods

3.1. Design of the Calibration Target

The developed target for multimodal calibration consisted of two parallel composite panels made
of Dibond®with dimensions of 1000 by 800 by 3 mm, which were placed in parallel at a distance of
80 mm. The plate located closer to the camera was white, and 35 circular holes with diameters of
60 mm were milled therein, showing a second black plate (Figure 2a). Thanks to this, the image from
the VIS camera showed a very high contrast between the areas representing a bright front plane and
those representing the rear plane, which allowed for accurate detection of the center of the circles in
this band.
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The separation of boards is important from the point of view of infrared imaging. The backplate
was heated using two electric heating mats (Figure 2b), with a power of 800 W each, enabling the heating
of the backplate without changing the temperature of the front plate. The established temperature
difference is clearly visible in the pictures, recorded by the IR camera (Figure 2c). The proposed
construction enabled the simultaneous detection of markers, both in the IR band and in the VIS band.

3.2. IR–VIS Image Registration Procedure

To input the data from two cameras into one coordinate system and determine the area observed
by both cameras, stereo calibration was performed. Stereo calibration is the process of determining the
relative position of a pair of detectors. Knowing the relative transformation between the coordinate
systems of both cameras and their internal parameters, it is possible to determine the intersection points
of rays from corresponding pixels and, thus, determine the depth in the scene. Stereo calibration of the
camera system is most often performed by taking a series of photos that show the same pattern seen by
both cameras. Based on information about the corresponding pixels (the same points on the pattern),
it is possible to determine the mutual positions of the pair of detectors in the same coordinate system.
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Because of the noise appearing in the IR images, the calibration process was divided into two
stages: geometric calibration of each camera and stereo calibration. In the first stage, 40 pairs of
images of the calibration target in different orientations were acquired. Then, the centers of the
holes were determined using the blob detection algorithm, implemented in the OpenCV library [27].
After that, each camera was calibrated using the Zhang algorithm [16], implemented in the same
library. As a result, a matrix of the internal camera parameters (focal length, principal point) and
distortion coefficients was determined. In the second stage, using the camera parameters computed
in the previous step and extracting the centers of the holes, the mutual position of the cameras was
determined. For this purpose, the stereo calibration algorithm, implemented in the OpenCV library,
was used. The resulting coordinate system was hooked at the nodal point of the VIS camera and
followed the axis direction of the local camera system. After stereo calibration, the transformation
between the VIS and IR cameras was known.

The relationship between VIS and 3D data was determined by the information generated by the
SfM algorithm. The transformation of the IR camera, relative to the VIS determined earlier during
calibration, was used to map images to each other and to the point cloud. As a result, all modalities of
the system (i.e., IR–VIS–3D) were interrelated and placed in one coordinate system.

3.2.1. Perspective Transformation

(1) Homography

Homography is a geometric operation that transforms any plane into another plane using projective
transformation. It requires a minimum of 4 pairs of points to determine the homography between
two planes. Knowing the corresponding points from stereo calibration, it is possible to determine a
homographic transformation that minimizes the mean square error between the corresponding pairs
of points. Then, this homography may be used to map the IR image to the VIS.

The first step of a mapping procedure is the calculation of the positions of the corners belonging
to the IR image, mapped to the VIS. If these corners are outside the VIS area, the IR image is cropped
accordingly. Then, the VIS image is cropped to the area occupied by the IR image. This approach
allows the system to use the full area observed by both cameras.

Because homography transforms a plane into a plane, it can be used only to map photos from a
drone flying at a high altitude, so that the height of the objects on the ground is small in relation to
the flight altitude of the drone [28]. This assumption is not fulfilled during calibration, in which the
camera is located just a few meters from the target. The second limitation of this approach is the fact
that the feature points of the pattern in the images may not be distributed approximately evenly on the
image plane, which may cause the determined homography to be inaccurate.

(2) Ray–Plane Intersections

A virtual plane P representing the ground level was set. This plane was parallel to the VIS camera
sensor and away from it, according to the drone’s flying altitude. Then, for each pixel p(x, y) of a VIS
camera, a ray r(x, y) passing through the nodal point of the VIS camera and p(x, y) was formed. Then,
the intersection point between r(x, y) and P was calculated. As a result, a set of 3D points was obtained.
Next, the 3D points were projected onto the IR camera matrix, which was shifted relative to the VIS
camera by the transformation determined by stereo calibration. Finally, the area covered by the IR
image was selected from the VIS image, and both images were cropped accordingly (Figure 3).

(3) Depth Map

A depth map is an image in which the depth of the scene in each pixel is encoded. If the 3D
geometry of the scene is known, it is possible to generate depth maps that correspond to the images
used to create the model using the SfM technique.

The algorithm mentioned in the previous section may also use depth maps, with a single
modification. Instead of examining the point of intersection between the ray and the plane, the point
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lying at a distance from the nodal point of the camera that is equal to the depth at a given point
was used.

The drawback of this approach is the fact that 3D reconstruction using SfM technology and related
depth map generation cannot be determined from a single image and additionally requires a high
computing power and time. Therefore, this approach may only be used to process data offline.
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3.3. Online Miscalibration Detection and Correction

It is assumed that as long as the positions of both cameras remain unchanged, the system is
calibrated. However, a precalibrated system may become uncalibrated during flight due to numerous
factors. If this occurs, the operator should be notified. Moreover, the device should try to perform
calibration correction automatically to ensure that the images collected in different modalities are
correctly superimposed. Therefore, a new method for determining the relative movement between
multimodal cameras has been developed. If the developed algorithm detects the relative movement
of the individual sensors, the calibration correction procedure is initiated. The algorithm has been
divided into two separate stages:

• detection of miscalibration between cameras, and
• mutual calibration correction.

3.3.1. Miscalibration Detection Method

After the mapping process, multimodal images are registered. However, it is crucial to find a
relative motion between them to detect miscalibration. A direct comparison of multimodal images may
be challenging. Therefore, an image-filtering method for both modalities (IR and VIS) was used, which
facilitates a comparison of both images, and on this basis it is possible to detect system miscalibration.
Preprocessing was performed on each pair of images. Three methods of image preprocessing were
tested: histogram equalization, gradient detection using a Sobel operator, and edge detection using the
method proposed by Canny [29]. In the case of the latter, the thresholds were selected in accordance
with [30]: the binarization threshold was determined using the Otsu method, the upper threshold was
set to this value, and the lower one was set to half of it. Figure 4 presents a comparison of the available
methods of image preprocessing.
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detection. 

In the registered pair of images, the shift vector (x, y) between them was computed. If its length 
was higher than the threshold, miscalibration was detected. It has been assumed that if the 
transformation between images can be described using homography (scale difference introduction, 
rotation in the plane and out of plane, etc.), the determined translation will certainly be significant. 
Image shifts can be detected by both the ECC (Enhanced Correlation Coefficient) algorithm [31], 
which relies on image correlation, or based on a Fourier transform (phase correlation). The ECC 
algorithm is able to find a correct perspective transformation between images at a high computational 
cost and is currently not suitable for online applications. To translate images into one another, one 
can limit the degrees of freedom of the matrix calculated by the ECC algorithm to include translation 
only. In addition, the performance of this algorithm depends on the quality of the edges in the image, 
and those of the IR images are often blurred, which means that the algorithm does not guarantee that 
the images will be registered correctly. On the other hand, phase correlation enables the precise 
determination of the relative image shift. However, to determine the rotation and the scale change of 
the images, one must switch from Cartesian coordinates to log-polar coordinates. This approach is 
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Figure 4. Available methods of image preprocessing for determining miscalibration: (a) VIS image
converted to grayscale; (b) IR image; (c) VIS image after histogram equalization; (d) IR image after
histogram equalization; (e) VIS image after applying a Sobel filter; (f) IR image after applying a Sobel
filter; (g) VIS image after applying Canny edge detection; and (h) IR image after applying Canny
edge detection.

In the registered pair of images, the shift vector (x, y) between them was computed. If its length was
higher than the threshold, miscalibration was detected. It has been assumed that if the transformation
between images can be described using homography (scale difference introduction, rotation in the
plane and out of plane, etc.), the determined translation will certainly be significant. Image shifts can
be detected by both the ECC (Enhanced Correlation Coefficient) algorithm [31], which relies on image
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correlation, or based on a Fourier transform (phase correlation). The ECC algorithm is able to find
a correct perspective transformation between images at a high computational cost and is currently
not suitable for online applications. To translate images into one another, one can limit the degrees
of freedom of the matrix calculated by the ECC algorithm to include translation only. In addition,
the performance of this algorithm depends on the quality of the edges in the image, and those of the
IR images are often blurred, which means that the algorithm does not guarantee that the images will
be registered correctly. On the other hand, phase correlation enables the precise determination of the
relative image shift. However, to determine the rotation and the scale change of the images, one must
switch from Cartesian coordinates to log-polar coordinates. This approach is often used to determine
the transformation between the image and its shifted copy [7]. Despite many attempts, it was not
possible to obtain satisfactory results on multimodal data. Both approaches have their limitations and
can be used for the detection of miscalibration, but not for active calibration correction.

3.3.2. Multimodal Calibration Correction

Since accurate image registration between multimodal images is challenging, we proposed an
approach based on extracting feature points in subsequent IR and VIS images, that is, IR and VIS
images were not compared with each other, but rather the current IR image was compared with
the previous IR image, and similarly, the current VIS image was compared with a previous one
separately. Then, in each pair, the SIFT feature points were extracted, and their descriptors were
matched. After that, the optimal transformation in the matrix form between subsequent images was
determined. The RANSAC (Random Sample Consensus) algorithm [32] was used to eliminate outliers
(points that were matched incorrectly). Two different types of correction matrices are available: affine
transformation and perspective transformation (homography). This approach is not suitable for the
first frame in the sequence, as the previous frame is not available. Thus, we can detect miscalibration
between the first image pair, but we cannot automatically correct it. The diagram of the proposed
autocalibration procedure is shown in Figure 5.
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(1) Assessment of the Reliability of the Determined Transformation

The transformations determined in the previous step may be erroneous (Figure 6). These
transformations must be detected, and the frames must be rejected from further processing. Therefore,
the criteria for assessing the reliability of the determined transformation are introduced. Regardless of
the type of transformation, the determinant of the first four elements of the matrix was checked. If it
was negative, the matrix introduced the mirror effect to the image, so the determined transformation
could not be correct. Otherwise, the scale factor was also tested. Affine transformation is decomposed
into a translation vector

[
tx, ty

]
, rotation angle ∝, and scale factor sx = sy, according to Equations (1)–(5):

a b tx

c d ty

0 0 1

 =


sxcos ∝ −sxsin ∝ tx

sysin ∝ sycos ∝ ty

0 0 1

 (1)

sx = sign(a)
√

a2 + b2 (2)

sy = sign(d)
√

c2 + d2 (3)

tan ∝= − b
a = c

d (4)

∝= atan2(−b, a) = atan2(c, d) (5)
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We assumed that the scale factor should be close to 1 because the drone’s flying altitude was
approximately constant. If the scale factor differed from 1 by less than the set threshold (0.05 was
chosen empirically), then the given transformation was marked as reliable. In the case of homography,
four points were taken as the vertices of the square and were transformed by the determined
homography (6).

p′i = H·pi (6)

where pi—ith-vertex of the square, before transformation; p′i —ith-vertex of the square, after
transformation; and H—homography matrix.

In the case of perspective transformation, the determined scale factor was calculated as the ratio
of the perimeters of both figures, before and after transformation. The reliability threshold of 0.10 was
chosen empirically for this case. We decided to set this threshold to a higher value than in the affine
transformation because perspective effects may occur that need to be taken into account. Figure 6
presents the case where one of the transformations is unreliable.

(2) Assessment of Transformation Similarity

If transformation matrices between consecutive VIS (Tvis) and IR (Tir) images were reliable, it was
necessary to check if they were similar. If so, no recalibration is required. If not, based on Tvis and Tir,
the correction matrix C is calculated according to Equation (7):

C = T−1
vis ·Tir (7)

The Tvis and Tir transformations were not similar if they differed in translation, rotation, or scale.
Four points p, forming a square, were taken and multiplied by the determined matrix C, forming
points p′. The length of the vectors between pi and p′i was examined. After a series of experiments,
we assumed that if any of them was greater than 3% of the side of the square, the transformations
were not similar. This condition ensured that if the transformation was similar, two corresponding
points from both images were closer than 3% of the resolution of the images. This condition eliminated
the cases when the perspective effect introduced by homography results in a large shift between the
original and transformed vertices.

Then, the scale factor was calculated as the quotient of the areas of the square and the quadrangle,
formed after transforming the vertices of the square. Similarly, if it was not in the 0.95–1.05 range,
the transformations were not similar. The last step was to approximate the determined matrix with an
affine transformation (ignoring the perspective coefficients in homography) and determine the rotation
angle according to Equation (5). We also assumed that if it was greater than 2◦, the transformations
were not similar. This resulted in a maximal shift of the image corners up to 5% of the image
resolution. However, this still enabled the user to correctly perceive the spatial relationships between
multimodal images.

The proposed solution was designed to work on UAVs, so it should not consume energy. It should
be noted that we intentionally set all of the thresholds to quite high values to invoke our correction
algorithm only when it was really necessary to save energy. However, one may set lower threshold
values to correct smaller misalignments between multimodal images.

If the transformations were not similar, calibration correction is required, where the IR image is
multiplied by the computed correction matrix C (Figure 7). As we focused only on providing a correct
registration between IR and VIS images, the calibration between cameras remained unchanged because
it was used only to provide an initial registration between multimodal images. Only the IR image was
transformed, relative to the VIS, so the relationship between the VIS and 3D data was not modified.
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Figure 7. Example of calibration correction: (a) reliably matched VIS images, despite the given
transformation; (b) reliably matched IR images; (c) a VIS image with a given transformation; and (d)
the corresponding IR image, after calibration correction.

4. Experimental Results

4.1. Calibration and IR–VIS Image Mapping

Three sets of IR and VIS cameras were calibrated using the developed calibration target:
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1. FLIR Duo Pro R camera, consisting of a pair of IR and VIS sensors in one case,
2. Sony Alpha a6000 camera and IR FLIR Vue Pro R camera,
3. Logitech C920 webcam and FLIR A35 camera.

In each set, the cameras were positioned so that their optical axes were approximately parallel
and the distance between them was as small as possible (up to 10 cm between the optical axes of the
cameras). The results are presented in Table 1. The first two sets were mounted on the drone, and the
last set was checked only under laboratory conditions. However, there was a problem associated with
the proper temporal synchronization between the cameras used in the second set due to hardware
issues. This resulted in a random delay between the acquisition of each camera. Therefore, we only
tested our method using the first setup.

Table 1. Calibration and stereo calibration results for different sets of VIS and IR cameras.

Camera FLIR Duo
Pro R (VIS)

FLIR Duo
Pro R (IR)

Sony Alpha
a6000

FLIR Vue
Pro R

Logitech
C920 FLIR A35

Resolution 4000 × 3000 640 × 512 6000 × 4000 640 × 512 1920 × 1080 320 × 256
Focal length [mm] 7.64 13.20 26.6 13.12 3.47 12.99

Principal point (x, y) [mm] (3.80, 2.81) (5.26, 4.40) (11.97, 7.52) (5.53, 4.18) (2.37, 1.34) (4.13, 3.89)
Reprojection error [px] 0.25 0.22 0.18 0.13 0.13 0.24

Stereo reprojection error [px] 0.48 0.79 0.78
Translation (x, y, z) [mm] (39.4, 1.1, −7.5) (−46.8, −13.2, −35.9) (−95.2, −7.1, −63.7)

Rotation (x, y, z) [◦] (0.11, 1.77, −0.29) (1.44, −0.09, −0.35) (3.79, 1.50, 2.37)

4.2. Automatic Calibration Correction

Tests of the calibration correction in-flight were performed using a dataset containing 801 pairs
of mapped IR and VIS images, collected by the FLIR Duo Pro R camera. Mapped images were then
checked by the operator to ensure that no frame pairs were miscalibrated. After that, in every tenth
frame, a random rotation of the IR camera was added to each axis in the range of –5◦ to 5◦. It was
assumed that larger errors would be rare and would result, for example, from the collision of the drone
with the ground during landing, so full sensor recalibration was required. Tests were carried out on
the correctness of miscalibration detection, depending on the method, and the results are presented in
Table 2. Two standard indicators, precision (8) and recall (9), were used to assess the correctness of the
miscalibration detection:

Precision = TruePositives
TruePositives+FalsePositives (8)

Recall = TruePositives
TruePositives+FalseNegatives (9)

where TruePositives—the number of correctly detected miscalibrated IR–VIS image pairs; FalsePositives—
the number of erroneously detected miscalibrated IR–VIS image pairs; and FalseNegatives—number of
undetected miscalibrated IR–VIS image pairs.

Table 2. Comparison of different miscalibration detection methods (precision/recall).

Preprocessing
Method ECC ECC with Histogram

Equalization Phase Correlation Phase Correlation with
Histogram Equalization

None 0.38/0.66 0.32/0.70 0.53/0.18 0.85/0.36
Gradient 0.49/0.33 0.80/0.20 0.95/0.94 0.95/0.93

Canny 0.50/0.18 0.33/0.01 0.66/0.98 0.77/0.98

The quality of the calibration correction using homography and the affine transformation
was also examined on the same dataset. Table 3 presents the results of two available calibration
correction methods.
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Table 3. Impact of the selected transformation type on calibration correction.

Calibration
Correction Method

Detected
Miscalibrations

Reliable
Transformations

Calibration
Correction Required

Erroneously Detected
the Need for Correction

Affine transform 79 79 63 0
Perspective transform 79 78 75 2

5. Discussion

The fusion of data from different sources may be beneficial in remote sensing using drones,
especially in surveillance applications, where the system mounted on the drone must be able to detect
threats that cannot be detected using one modality. However, it is challenging to present data from
different sensors in the same coordinate system. Therefore, in this paper, we presented a method to
automatically correct an IR image to make it consistent with VIS and 3D, when the IR camera moves,
relative to the VIS.

The proposed calibration target enabled the simultaneous geometric calibration of both the IR
and VIS cameras in the same coordinate system. Both the intrinsic and extrinsic parameters of each
camera were consistent with those declared by the manufacturers. The translation values and rotation
angles of each stereo-pair indicated that the relative position of the sensors was determined correctly.
Small rotation angles suggested that the cameras were placed approximately parallel. In each case,
the biggest translation value was in the x axis, which indicated that the cameras were positioned
side-by-side. The sign of the x axis indicated that, in the case of the first set, the VIS sensor was on the
right of the IR, opposite to the two other sets.

The FLIR Duo Pro R camera has an IR and VIS photo fusion algorithm implemented by the
manufacturer. Unfortunately, it does not correct distortion, which, in this configuration, was clearly
visible in the images, especially in those collected using a VIS camera (see Figure 3a). In addition,
the correction operation requires manual adjustment of the parameters. Using the proposed calibration
target, we were able to correct distortion in both modalities and automatically map images from
both sensors.

Because the solution was used on drones that operated at a fairly high altitude, mapping with
rays and using a depth map produced very similar results (Figure 8). Depth map generation using
the SfM algorithm is a computationally demanding operation and, therefore, cannot be used online.
In offline mapping, it also does not improve the results if the objects in the picture are much lower than
the drone’s flying altitude. Mapping using homography, computed directly during calibration, may be
inaccurate because, during calibration, the distance between the sensors and the target is usually
a few meters. Therefore, homography can cause errors when flying at a high altitude (Figure 8a).
However, in the case of manual homography determination, the method works in a similar way to the
previous two.

The phase correlation algorithm used to detect miscalibration has an advantage over the ECC
algorithm, which in many cases did not find a correct translation because of the lack of sharp edges
in the images. The detection of miscalibration by a Fourier transform was able to detect over 90% of
miscalibrated image pairs. When using Canny’s algorithm for image preprocessing, the recall factor
reached 98%. However, this has been paid for by the over-sensing of the method and a significant
number of false alarms. In most cases, applying histogram equalization resulted in improved results
if the Fourier transform was used later to detect miscalibration. As the results of the research show,
the preferred method of miscalibration detection used image gradients in both modalities and then
compared them using phase correlation.

The proposed calibration correction method used SIFT features to detect the relative motion
between consecutive frames in both modalities separately. IR images are often blurry, so calculating
motion from features extracted from them is prone to error. To decide whether the extracted motion of
each camera was reliable, the scale factor of the transformation was analyzed. If it was lower than a
certain threshold, the extracted motion was marked as reliable. Setting this value to a value that is too
low (e.g., 0.01) may result in unreliable transformations between frames, and as a consequence, the
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algorithm would be unable to correct transformations. On the other hand, setting this threshold to a
value that is too high (e.g., 0.2) may result in accepting transformations that are computed wrongly.Remote Sens. 2019, 11, 2469 14 of 18 
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computed directly from the corresponding points of the calibration pattern, and the pictures are
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(b) mapping using homography computed manually; (c) mapping using ray–plane intersections; and
(d) mapping using a depth map.

Next, both transformations were checked for similarity. If they were similar, recalibration was
not required. Similarity was assessed based on the translation, rotation, and scale thresholds. We set
the scale threshold to a similar value to that presented in the previous paragraph. Moreover, we also
recommend setting values for the angle and translation thresholds within a range of 0.5◦–2◦ and
1%–3%, respectively. If they are too strict (for example 0.1◦ or 0.5%), the computed transformations
will be marked as dissimilar, and recalibration will need to be performed. It is vital to underline that
transformations calculated from IR images may be slightly inaccurate, so if the threshold is set at a
value that is too strict, the recalibration procedure will be constantly executed, which consumes energy.

Moreover, as the proposed approach relied on one previous frame per camera only, continuous
computed motion may result in error accumulation and, as a consequence, in the divergence of images.
This approach may be solved using the windowed bundle-adjustment process on a set of past frames
at the price of a much higher computational complexity and power requirements.

Setting relatively large rotation angles between calibrated cameras (>3◦) resulted in a large shift
of the IR image, relative to the VIS, and perspective effects were revealed that could not be modeled in
the case of affine transformation (Figure 9). In this case, it was better to use homography to recalibrate
the system.
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transformations calculated from IR images may be slightly inaccurate, so if the threshold is set at a 
value that is too strict, the recalibration procedure will be constantly executed, which consumes 
energy.  

Moreover, as the proposed approach relied on one previous frame per camera only, continuous 
computed motion may result in error accumulation and, as a consequence, in the divergence of 
images. This approach may be solved using the windowed bundle-adjustment process on a set of 
past frames at the price of a much higher computational complexity and power requirements. 

Setting relatively large rotation angles between calibrated cameras (>3°) resulted in a large shift 
of the IR image, relative to the VIS, and perspective effects were revealed that could not be modeled 
in the case of affine transformation (Figure 9). In this case, it was better to use homography to 
recalibrate the system. 
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Figure 9. Example of calibration correction: (a) miscalibrated IR and VIS images (given additional 
rotations (–4 °, –4 °, 3 °)). Corresponding points between IR and VIS images are connected with red 
arrows; (b) correction by affine transformation (visible ghosting, especially in the upper left corner); 
and (c) correction using homography—images registered correctly. 

In the case of small rotation angles and the occurrence of quasi-periodic structures in the images, 
the phase correlation algorithm may fall into the local minimum and not detect any miscalibration in 
the system (Figure 10). In addition, as shown in Table 3, the proposed algorithm was very 
conservative when using affine transformation and did not detect the need for calibration correction. 
This problem did not occur when homography was used to correct the calibration. 

Figure 9. Example of calibration correction: (a) miscalibrated IR and VIS images (given additional
rotations (−4 ◦, −4 ◦, 3 ◦)). Corresponding points between IR and VIS images are connected with red
arrows; (b) correction by affine transformation (visible ghosting, especially in the upper left corner);
and (c) correction using homography—images registered correctly.

In the case of small rotation angles and the occurrence of quasi-periodic structures in the images,
the phase correlation algorithm may fall into the local minimum and not detect any miscalibration in
the system (Figure 10). In addition, as shown in Table 3, the proposed algorithm was very conservative
when using affine transformation and did not detect the need for calibration correction. This problem
did not occur when homography was used to correct the calibration.Remote Sens. 2019, 11, 2469 16 of 18 
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shown that it is advisable to use homography to correct system miscalibration, even in the case of 
relatively small shifts of the sensors. 

Using the SfM technique for the 3D reconstruction of the observed area, it is also possible to 
associate 3D data with IR images because 3D data are always consistent with VIS images. In future 
work, the authors plan to extend the proposed calibration algorithm and calibration correction to 
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Figure 10. One of the failure cases of the proposed algorithm. Fragments of the IR image overlap over
the VIS image. No miscalibration was detected (additional rotations in the x, y, and z axes were 2◦, 0◦,
and 1◦, respectively). Red arrows show exemplary matching points between the pair of images.
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6. Conclusions

This article presents calibration and detection of miscalibration in a multimodal measuring system
consisting of a VIS and IR camera mounted on a drone. A new calibration target was presented to
determine the internal and external parameters of a pair of IR and VIS cameras. Then, three methods of
mapping IR images on VIS were compared using a determined stereo calibration between multimodal
camera pairs as well as an algorithm to detect and correct the spatial miscalibration of a pair of detectors
in real time. To achieve this, two methods for determining the miscalibration of the system and two
methods for mutual calibration correction were compared. The article demonstrates that the approach
based on spectral analysis of both images produced better results than the approach using correlation
in determining miscalibration. In addition, it has been shown that it is advisable to use homography to
correct system miscalibration, even in the case of relatively small shifts of the sensors.

Using the SfM technique for the 3D reconstruction of the observed area, it is also possible to
associate 3D data with IR images because 3D data are always consistent with VIS images. In future
work, the authors plan to extend the proposed calibration algorithm and calibration correction to other
3D data sources, such as LIDAR (Light Detection And Ranging), to reduce the time needed for 3D
reconstruction and allow the system to work completely in real time.
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