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Abstract: Imaging simulation of synthetic aperture radar (SAR) is one of the potential tools in the
field of remote sensing. The echo signal in imaging simulation based on the point target model
cannot be linked to practical scenes due to the model being a simple mathematical form, stating only
the synthetic process and lacking the physical process based on electromagnetic theory. In this
paper, the full-wave method is applied to include the electromagnetic effects in raw data generation,
and then a refined omega-K algorithm is used to perform image focusing. According to the proposed
method, the focused images not only demonstrate the difference under dielectric constant variation
but also present the diversified interaction among the targets with the spacing change. In addition,
the images are simulated in different observation modes and bandwidths to provide a satisfactory
reference for the design of system parameters. The simulation results from the full-wave method
also compare well with chamber experiments. The simulation of SAR imaging based on a full-wave
method offers more complete recovery of scattering information and is useful in designing future
novel SAR systems and in speckle reduction analysis.
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1. Introduction

In the field of remote sensing, synthetic aperture radar (SAR) images play an important role with
wide applications [1–20] in recognizing and identifying geophysical phenomena on the earth, such as
water, land, ice, man-made structures, and wind over the ocean. The SAR works by transmitting the
electromagnetic waves and coherently receiving echo signals from the targets. Then, the SAR image is
produced by matched filtering the echo signal that preserves the electromagnetic interactions about
and among the targets. Because SAR is a complex system, imaging simulation is an efficient means for
system design [3,8,11,13,17], testing of imaging focusing algorithms [8–10,12,13], mission planning,
geo-referencing [14], and SAR data analysis and interpretation [15], among others. The current
discussion on SAR imaging simulation [8–13,16–20] models the image pixel as a collection of point
targets, an approximated physical model that in some ways simplifies the synthetic aperture process.
However, the assumption lacks a complete physical process in view of electromagnetic theory and is
thus unable to fully depict electromagnetic characteristics.

The physical optics (PO) approximation [21,22] is widely used to approximate the scattering field
from electrically large, perfectly conducting (PEC) objects. This approximation consists of using ray
tracing to estimate the field on a surface and then integrating that field over the surface to calculate the
scattered field. However, the approximation ignores multiple scattering effects and does not completely
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describe the electromagnetic properties among targets. The Born approximation [2,23–25] is commonly
used to calculate the scattering field to the first order, i.e., ignoring multiple scattering. In the inverse
scattering problem under approximation, the scattering equation is linearized since the only unknown
parameter is the object function. The linearity is normally attained by assuming that the scattering
is weak, which means that the variations in the scattering medium superposed over the constant
vacuum background are small, so that the scattered field can be considered a first-order perturbation
of the incident field that propagates in free space with no obstructions. However, the deviation of the
scattering field based on the Born approximation has preconditions; thus, this solution describes a
single-scattering approximation in which the electromagnetic waves are scattered off the surface only
and do not penetrate the target.

In light of full wave simulation, Liao [26] applied finite difference time-domain (FDTD)
in characterizing the electromagnetic scattering from the ground surface and targets over-surface.
The analyses of imaging performance were performed in numerical experiments. Liao [27] also utilized
the FDTD method to generate the far-field responses to the realistic environment. Both single and
multiple objects were discussed independently and the mutual interactions with the background were
presented. Both the frequencies response and imaging results demonstrated the preserved scattering
information among targets. The results confirm the advantage of the full wave method to present more
realistic scattering characteristics for the radar targets. Inspired by these, the objective of this paper
is to gain insight into the electromagnetic fields scattering process of imaging in SAR. The full-wave
approach employs a parallelized method of moments (MoM) [28,29] solution to simulate the scattering
responses from targets. It follows that the echo signals are coherently summed within the antenna
beam over the synthetic aperture length. Then, a refined omega-K algorithm [10] is applied to perform
SAR image focusing. Several types of dielectric material are investigated to resolve the scattering
behavior from the variation in the dielectric constant. Both densely and coarsely spaced discrete targets
are considered, in which multiple scatterings are analyzed from the focused images. Based on the
optimization system design, monostatic and bistatic observation modes are also performed within
the different observation angles. In addition, the influences of different bandwidths on scattering
characteristics in focused images are discussed. The simulation of SAR imaging based on the full-wave
solution provides the ability to fully describe the electromagnetic characteristics among targets in
designing future SAR systems.

The organization of this paper is as follows. In the next section, a description starts from the
electromagnetic theory and proceeds to image processing, including a link between the scattering field
and echo signal. A focusing algorithm is also briefly introduced in Section 2. Imaging simulations with
diverse information are presented in Section 3. In Section 4, six test runs for both numerical simulation
and measurement are conducted and averaged. Finally, in Section 5, conclusions and future directions
are addressed to close the paper.

2. Formula of the Echo Signal and Imaging Algorithm

2.1. Scattering Field of the Echo Signal

When an electromagnetic radar wave is incident upon targets, the scattering and propagation
take place at the boundary between the two media [30–32]. Referring to the scattering geometry in
Figure 1, the total electric field is

E(
→
r ) = Ei(

→
r ) + Es(

→
r ) (1)

where Ei(
→
r ) is the incident field and Es(

→
r ) is the scattered field. The volume integral equation

(VIE) [13,29] governing the total field for a three-dimensional dielectric object is

E(r) = Ei(r) + k2
0

y

V

G (r, r
′
) ·
[
εr(r

′
)− 1

]
E(r

′
)dr

′
(2)



Remote Sens. 2018, 10, 1404 3 of 16

where k0 is the free space wavenumber, εr is the relative permittivity of the dielectric object, and G(r, r′)
is the electric dyadic Green’s function [30] in free space:

G(r, r′) = (I +
∇∇

k2
0

)
eik0|r−r′ |

4π|r− r′| (3)
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Numerical methods for solving the VIE in (2) have been well documented [28,29,32]. According
to Maxwell’s equations, the surface currents are related to the total electric field as

J = jω
ε− ε0

ε
E (4)

where ε is the permittivity of the dielectric object and ε0 is the permittivity in free space.
The method of moments (MoM) is a general projection method for finding numerical solutions

to linear (integral) operator equations. With the MoM, infinite dimensional integral equations are
converted to a finite dimensional matrix equation. The surface current can be expanded via a sum of
weighted basis functions un(r).

J(r) =
N

∑
n=1

wnun(r) (5)

where wn is a set of weights to be determined. RWG basis function is used in this paper. Galerkin
method is then applied to convert the integro-differential equation, through Equations (1)–(5), into a
matrix equation and the biconjugate gradient stabilized (BiCG-Stab) algorithm is utilized in solving
the matrix equation to obtain wn. In particular, a maximum of 500 times or a residual error as low as
10−3 is adopted to stop the iteration process in the BiCG-Stab operation. It follows that the surface
current density (5) is readily obtained.

In synthetic aperture processing, the received signal from the scattered field is obtained by
integrating the surface fields over an illumination area on the targets to gather two-dimensional data
in the range (fast time t) and azimuth directions (slow time η). Suppose that the SAR system moves
along the y direction with velocity v, we obtain the slant range R varying with slow time:

R(η) =
√

R2
0 + v2(η − ηc)

2 (6)
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Then, the time-harmonic scattered field received by SAR traveling along the y-direction, at far-field
range R, can be expressed as

Es(R, t, η) =
eiωt e−ikR

4πR

w
J(r′)eik·r′ e

− (x
′
−xc)

2
cos2 θs

R2
0β2 e

− (y
′
−yc)

2

R2
0β2 dS

′
(7)

where J(r′) are surface fields given in Equation (5), with a two-dimensional Gaussian antenna gain
pattern with full beam-width β, centered at a resolution cell (xc, yc), is considered (see Figure 2).

Figure 2. Typical stripmap SAR observation geometry.

In SAR [13], the received signal, called the echo signal, is a coherent sum of all scattered fields
received at R

Es(t, η) =
w Ls

0
Es(t, R(η))dy (8)

where Ls is the synthetic length (see Figure 2).
Note that for a linear frequency modulated (LFM) transmitting signal called chirp, a factor

eπar(t− R(η)
c )

2

should be included, where ar is the chirp rate. The echo signal at this point remains a
vector field. In receiving, if the antenna is p̂-polarized, then we have

Esp = p̂ · Es (9)

2.2. Image Focusing Algorithm

The SAR echo signal after demodulation [13] is

s0(η, t) = Esp ⊗ wr(t−
2R
c

, Tr)wa(η − ηc) exp(−j
4π f0R(η)

c
+ jπar(t−

2R(η)
c

)
2

) (10)

where⊗ is convolution operator; Tr is the pulse duration, f0 is the carrier frequency, t is the anolog to digital
conversion (ADC) sampling time or fast time, and wr(·) is a rectangular function along the range direction:

wr(t, Tr) = rect(
t

Tt
) =

{
1,
∣∣∣ t

Tt

∣∣∣ ≤ 0.5

0, otherwise
(11)
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wa(η− ηc) is the antenna gain pattern, a function of slow time. The Gaussian antenna gain pattern is used
in this paper. Now, taking the Fourier transform to the echo signal both in range and azimuth, we obtain

S2d f ( fη , ft) = ẼspWr( ft)Wa( fη − fηc) exp(jθa( fη , ft)) (12)

where Ẽsp is Fourier transform of Equation (9), and

θa( fη , ft) = −
4πR0

c

√
( f0 + ft)

2 −
c2 f 2

η

4v2
r
− π f 2

t
ar

(13)

Now that the matching filter is designed according to Equation (13). Several focusing algorithms
have been proposed, including range-Doppler (RD), omega-K, and chirp-scaling, along with improved
versions. The refined omega-K method [10] is used as a focusing algorithm in this paper because of
its associated fast computation while maintaining suitable spatial resolution and small defocusing
error. While the form varies between implementations, the omega-k algorithm requires a change
of variables in the frequency domain referred to as Stolt mapping, named after the researcher who
originally proposed the method for imaging the geological structure of the Earth. From the last term in
Equation (14), the relevant portion of the frequency domain phase is

θ( fη , ft) = −
4πR0

c

√
( f0 + ft)

2 −
c2 f 2

η

4v2
r
− π f 2

t
ar

(14)

The phase term in Equation (14) includes the target phase due to the range encoding, range cell
migration (RCM), range-azimuth coupling, and azimuth encoding.

The first focusing step is a reference function multiplication (RFM). The reference function is
computed for a selected range. A target at the reference range is correctly focused by the RFM,
but targets away from that range are only partially focused. Generally, the RFM is considered
bulk compression.

θR( fη , ft) =
4πRre f

c

√
( f0 + ft)

2 −
c2 f 2

η

4v2
r
+

π f 2
t

ar
(15)

After filtering by RFM, the phase remaining in the two-dimensional signal spectrum
is approximately

θRFM ( fη , ft) = −
4π(R0 − Rre f )

c

√
( f0 + ft)

2 −
c2 f 2

η

4v2
r

(16)

Stolt mapping is the second focusing step to process the residual phase term. This process
completes the focusing of targets away from the reference range by remapping the range frequency
axis according to

θ f ocused ( fη , ft) = −
4π(R0 − Rre f )

c
( f0 + f

′
t ) (17)

To achieve perfect range compression and registration, the mapping transforms the original range
frequency variable ft into a new range frequency variable f

′
t , such that the phase is now linear in f

′
t

θ f ocused ( fη , f
′
t ) = −

4π(R0 − Rre f )

c
( f0 + f

′
t ) (18)

Theoretically, the range inverse Fourier transform (IFT) results in perfect range compression and
registration. The mapping has effectively removed all the phase terms higher than the linear term and
implements residual azimuth phase and range-azimuth coupling. For this reason, Stolt mapping can
be viewed as differential compression. Finally, a two-dimensional IFT is performed to transform the
data back to the time domain, i.e., the SAR image domain.
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Figure 3 illustrates a functional block diagram of an SAR image simulation. The simulation
processing flow is adopted from [13]. Generally, the inputs include the platform, radar parameter
settings, and target CAD model. Then, the scattering fields are calculated within different platform
positions, and the echo signal can be generated in two dimensions. An imaging algorithm is applied to
achieve the final focused image.
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3. Simulation Results

The numerical simulations are based on a practical experimental configuration with a total
synthetic length of 1 m and a maximum slant range of 1.8 m. The system height from the ground
plane is 1.5 m with a look angle of 45◦. The antenna beam width is 17.5◦ from a typical standard gain
horn antenna. The signal carrier frequency was set at 36.5 GHz with a 10 GHz bandwidth. Selected
specifications are shown in Table 1.

Table 1. Simulation parameters.

Item Value Unit

Carrier Freq. 36.5 GHz
Bandwidth 10 GHz

Sensor Height 1.5 m
Target Location 1.1 m

Sensor Position Interval 1 cm
Look Angle 45 degree

Synthetic Length 1 m
Antenna Beam Width 17.5 degree

Sphere Radius 1.5 cm
Azimuth Angle (Incident) 0 degree

Azimuth Angle (Scattering) 0 and 180 degree
Scattering Angle (Bistatic) 45 degree



Remote Sens. 2018, 10, 1404 7 of 16

A point-target model is a well-matched method for monostatic and bistatic system design,
algorithm comparison and performance validation. However, the echo signal based on the model
involves only the phase history rather than considering the physical properties of targets and does
not fully present the complete electromagnetic behavior. In this study, a full-wave method is applied
to generate the scattering field among targets and to make a physical link between it and the image
formation. To evaluate the proposed method, the first simulation case is a single metal sphere,
which is typically considered a reference target in the chamber experiment. An aluminum sphere
(38,160,000 S/m) with a radius of 1.5 cm is placed at 1.1 m in the scene center. Both the results from the
point-target model and the proposed method are shown in Figure 4.
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The result in the proposed method shows the target location and considers the object size; the first
target response in the focused image is at 1.085 m whereas the target center is at 1.1 m. According to the
proposed method, creeping wave behavior is demonstrated in the range profile relative to a sinc-like
target in the traditional imaging simulation. The location of the creeping wave appears at 1.15 m.

Without loss of generality, three different types of material, Teflon (relative permittivity εr = 2.08
and dielectric loss tangent tan δ = 0.0004), glazed ceramic (relative permittivity εr = 7.2 and dielectic
loss tangent tan δ = 0.008) and GaAs (relative permittivity εr = 12.9 and dielectric loss tangent
tan δ = 0.002), are analyzed, and the results are shown in Figure 5. The white circle in the figures is the
outline of the target, which is a sphere with 1.5 cm radius.
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In the case of a single dielectric target, the rich information in the focused images is due to
electromagnetic behavior such as scattering and penetration happening simultaneously. In the object
with the lower dielectric constant, Teflon, most of the power penetrates through the media, so the first
response is weak, whereas the multiple reflections are strong at the boundary with air on the other
side of the target. With an increase in the dielectric constant, the first target response becomes stronger,
demonstrating the true physical material properties in the focused images. Simultaneously, the delay
peak moves backward because of the lower EM wave speed in the media. Different degrees of delays
according to the dielectric constant are demonstrated as well. Table 2 shows the location of the peak
delay both in the theoretical calculation and the simulation images.

Table 2. Comparison between theoretical calculations and simulation results.

Method Teflon Ceramic Glazed GaAs

Theory 1.1283 (m) 1.1655 (m) 1.1927 (m)
Simulation 1.13 (m) 1.165 (m) 1.193 (m)

In addition, the cases of multiple layer materials are analyzed with three different coating spheres.
In these three spheres, the inner radius is 0.75 cm, and the materials are metal, glazed ceramic and GaAs.
All the spheres are coated with 0.75 cm of Teflon. After raw data generation and imaging processing,
the final focused images are presented in Figure 6. In the case of the metal sphere coated with Teflon,
the scattering behavior presents as a single metal sphere, but the creeping wave phenomenon vanishes
because of the coating layer. In the case of glazed ceramic coated with Teflon, only the first bounce and a
single boundary reflection occur, and the penetration energy decreases rapidly. In the third case, because of
the large difference in the dielectric constant, the scattering is dominated by the inner GaAs sphere.
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In previous studies, simulated images using the point target model were calculated assuming
that observation objects can be viewed as a superposition of multiple point targets. The result of
two point targets under that assumption are shown in Figure 7. From the result, two targets are clearly
identified, and the effect between them is the summation of the sinc function side lobe, in which no
electromagnetic interaction is considered.
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In the proposed method, simulations of metal, dielectric and coatings (metal coated with Teflon) for
two targets are used to evaluate their interaction. Two spheres were separated along the azimuth direction,
with spacing of 0 mm, 5 mm, 10 mm, 15 mm, 20 mm and 25 mm. The focused images in Figure 8 present
the interaction among the targets. The case of two metal spheres features not only the two targets but
also their mutual effects. The interactions are stronger with smaller displacement spacing and become
weaker as the spacing increases. Due to the effects of transmission, scattering, and multi-path interactions,
the results show more complex information in the dielectric object case. It is clear that multidelays are
demonstrated in the range direction, which include the different levels of interactions with the spacing
changes. In the case of coated spheres, only part of the power is scattered back because of the inner metal
sphere. The level of interaction is weaker than for the pure metal targets. By testing different types of
material, different degrees of interaction among targets can be analyzed in the simulations.
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Figure 8. Images of metal sphere, dielectric sphere, and metal sphere coated with Teflon with a spacing
of 0 mm, 5 mm, 10 mm, 15 mm, 20 mm and 25 mm. (Top row: metal, middle row: dielectric and
bottom row: metal coated with Teflon).

To further validate the proposed method, more complex targets in Figure 9 are simulated in three
dimensions by three spheres (both the metal and dielectric) placed both along the range and azimuth
directions with no spacing in the scene center. In the case of multiple targets, the interactions are
weaker in the range than the azimuth direction. The different level of interactions in the azimuth
direction is due to mutual effects among targets. The electromagnetic characteristics in the dielectric
objects are more complex, and mutual interactions and self-interactions are shown at the same time.
The different interaction degrees are illustrated that reduce target recognition ability. The results in
Figure 9 highlight the difference between the point-target model and the proposed method.
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SAR simulation could be a key to supplying system designers with possibilities that optimize
radar components and assist in applications such as signal generation and analysis. The modular and
flexible simulation structure allows adjustment and expansion for different tasks. SAR simulation tools
are typically used to design SAR systems in the form of parametric studies that consider topics such as
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the prediction of image quality parameters. From the aspect of simulation, the system bandwidth is
an important parameter in radar system design and is relative to the range resolution in the focused
image. As the radar bandwidth increases, the electromagnetic interaction of a target can be resolved to
varying degrees depending on the radar bandwidth. Hence, electromagnetic characteristics according
to the variation in bandwidth in different materials are discussed. In the case of a single metal object,
the radar bandwidth changes from 1 GHz to 10 GHz are shown in Figure 10. Because of single
scattering behavior in a single metal target, the results show the bandwidth changing with little
influence. Only the range resolution changes with the variation in bandwidth.Remote Sens. 2018, 10, x FOR PEER REVIEW  11 of 17 
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Figure 10. Image of a metal sphere with SAR bandwidth varying from 1 GHz to 10 GHz.

Next, three different types of material (namely, Teflon, glazed ceramic and GaAs) are used for
analyzing the effect of bandwidth change for a single dielectric sphere. Due to the rich electromagnetic
information in dielectric objects, the scattering effect based on system bandwidth is more pronounced.
When the system bandwidth is small, the phenomenon of multiple scattering cannot be expressed because
of the low range resolution. As the range resolution corresponds to the system bandwidth close to the
size of the observation targets, the results show that one can make a distinction among different materials.
In this study, when the system bandwidth reaches 5 GHz, that is, when the resolution is close to the
object size level, the different target dielectric constants and the multiple scattering phenomenon can be
illustrated in the various levels of results. The focused images presented in Figure 11 demonstrate that
system bandwidth is profoundly significant for imaging dielectric objects relative to the metal targets.
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Figure 11. Images of a dielectric sphere with SAR bandwidth varying from 1 GHz to 10 GHz (top: Teflon;
middle: glazed ceramic; bottom: GaAs).

The effect of the system bandwidth on two targets is also discussed. Two different kinds of
metal and dielectric objects are simulated with no spacing between targets. As shown in Figure 12,
when the system bandwidth is lower, the ability to differentiate between metal and dielectric objects
is poor, but their mutual interaction can still be illustrated. Moreover, the bandwidth changes only
affect the resolution variation because of electromagnetic wave nonpenetration for the two metal
objects. On the other hand, bandwidth alternations strongly affect the multipath imaging of a
dielectric material. In addition, more complex objects are used for analysis of the system bandwidth.
Both metal and dielectric materials with three-by-three spheres are placed along the range and azimuth
directions with no spacing between objects. In the focused images of the metal spheres, the targets
with mutual interaction in the azimuth direction can be clearly identified, and the targets in the
distance image cannot be recognized as three objects because of lower resolution in the range direction.
As the system bandwidth increases, the mutual interactions in the different levels are presented with
the corresponding resolution. For the dielectric materials shown in Figure 13, different degrees of
electromagnetic interaction are delivered with the variation in system bandwidth.
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Figure 13. Images of a cluster of multiple metal spheres (top two rows) and dielectric spheres
(bottom two rows) with SAR bandwidth varying from 1 GHz to 10 GHz.

Whereas typical SAR imaging employs a collocated radar transmitter and receiver, as has been
widely applied in the remote sensing field, limited pieces of information are extracted in specific angles
from the monostatic system, which cannot fully present the target information. A bistatic SAR imaging
system separates the transmitter and receiver to achieve benefits such as exploitation of additional
information contained in the bistatic reflectivity of targets, increased radar cross section and increased
bistatic SAR data information content with regard to feature extraction and classification. Currently,
similar to the monostatic SAR simulation, the point-target is used in bistatic SAR imaging, which is an
efficient way to develop and compare algorithms. However, this approach is unable to achieve the
advantages of bistatic SAR to extract target information in different aspect angles. Hence, to evaluate
the proposed method, the results both in monostatic and bistatic mode are simulated for the special
case of equal velocity vectors for the transmitter and receiver. Figure 14 presents the different scattering
behavior under the same system parameters with two directions of scattering azimuthal angles at
0 and 180 degrees.

Using the same system parameters with different observation angles, the intensity of the first
bounce point in the bistatic results is the same as that in the monostatic: Increasing with increasing
dielectric constant. However, the first bounce place moves backward in the bistatic simulation relative
to the monostatic system. The effect of multiple scattering inside a sphere is significant in monostatic
mode, but the behavior decays rapidly in bistatic mode. Moreover, it is clear that the location of
multiple scattering moves forward in the bistatic system.
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Figure 14. Image of a single dielectric sphere for the monostatic versus bistatic (left: Teflon;
center: ceramic glaze; right: GaAs). (top row: monostatic; bottom row: bistatic).

Two targets in bistatic mode are also simulated with two spheres separated along the azimuth
direction with spacing of 0 mm, 5 mm, 10 mm, 15 mm, 20 mm, and 25 mm. The look angle is 45 degrees
with azimuth angle at 0 and 180 degrees in two observation modes. The results in Figure 15 show the
interaction between two targets in both monostatic and bistatic observations; diversified scattering
information can be obtained through different observation angles. For the simulation results of the
two objects, the intensity of mutual interaction is lower in bistatic mode than monostatic. However,
the intensity of creeping waves is enhanced in the bistatic simulation over the monostatic system.
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Figure 15. Case simulations of two metal spheres in the monostatic and bistatic modes with spacing of
0 mm, 5 mm, 10 mm, 15 mm, 20 mm and 25 mm. (top: monostatic and bottom: bistatic).

Two-by-two metal targets placed along the range and azimuth directions are shown in monostatic
and bistatic modes in Figure 16. Two spheres are set with no spacing in the azimuth direction,
and another two are five lambdas (0.0205 m) apart in the range direction. The monostatic case shows
that original targets can still be identified with strong interaction in their centers. The interaction
response is enhanced with the interaction in both the range and azimuth directions. As a result of the
enhanced mutual interaction intensity, only the interaction is shown in the focused image, and the
target recognition ability is reduced.
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Figure 16. Images of a cluster of two by two metal spheres in backward and forward modes
(left: monostatic; right: bistatic).

4. Experimental Results

To demonstrate the effectiveness and performance of the proposed method, we present results
of numerical simulation and experimental measurement that were briefly outlined in the preceding
section. The experiments are set in an anechoic chamber and two metal spheres are placed in the
scene center with spacings of 0 mm, 5 mm, 10 mm, 15 mm, 20 mm and 25 mm. An N5224A PNA
microwave network analyzer is used as a transmitter and receiver in this experiment. The system
applies the motion controller to acquire data with a 1 cm interval in the total 1 m synthetic length.
After collecting the raw data, focusing is carried out to obtain the focused images. In Figure 17,
the results from the full-wave method compare well with the experimental results. The approach
preserves the electromagnetic wave interactions between two spheres, and the interaction is reduced
with spacing increases. Different degrees of interaction are present with the spacing variation between
the targets, and the interaction intensity is reduced with increasing displacement.
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Figure 17. Images of two metal spheres (top row: simulated; bottom row: experimental) with spacing
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5. Conclusions

In this paper, an SAR image simulation based on a full-wave approach is presented. By full-wave,
the surface fields are able to preserve electromagnetic properties. By integrating the surface fields from
different observation positions, we successfully establish a physical link between the scattering field
and radar echo signal. Then, by applying an imaging algorithm, the focused SAR images based on
the proposed method can be used to analyze the material properties and show the self- and mutual
interactions among targets. Furthermore, system bandwidth and observation mode are discussed,
thereby helping novel system design. To this end, it is suggested that more complex or even random
targets should be explored for SAR simulated images based on a full-wave approach. Extension to more
complex scenes in SAR image simulation seem highly desirable, as more of such data are available for
much better system design capability, speckle reduction and further imaging algorithm development.
In this aspect, further improvement of the computational efficiency by taking advantage of graphic
processing unit (GPU) capability may be preferred and is subject to further analysis.
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