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Abstract: With the increase of resolution, effective characterization of synthetic aperture radar (SAR)
image becomes one of the most critical problems in many earth observation applications. Inspired by
deep learning and probability mixture models, a generalized Gamma deep belief network (gI'-DBN)
is proposed for SAR image statistical modeling and land-cover classification in this work. Specifically,
a generalized Gamma-Bernoulli restricted Boltzmann machine (gI'B-RBM) is proposed to capture
high-order statistical characterizes from SAR images after introducing the generalized Gamma
distribution. After stacking the gI'B-RBM and several standard binary RBMs in a hierarchical manner,
a gI-DBN is constructed to learn high-level representation of different SAR land-covers. Finally,
a discriminative neural network is constructed by adding an additional predict layer for different
land-covers over the constructed deep structure. Performance of the proposed approach is evaluated
via several experiments on some high-resolution SAR image patch sets and two large-scale scenes
which are captured by ALOS PALSAR-2 and COSMO-SkyMed satellites respectively.

Keywords: synthetic aperture radar images; high-resolution; generalized Gamma distribution;
statistical modeling; land-cover classification

1. Introduction

As a result of its all-weather and timeless imaging capacity, the synthetic aperture radar (SAR)
has become one of the most critical techniques in earth observation, such as land cover and crop
classification [1], disaster evaluation [2], urban extraction [3] and so on. With the increasing number
of SAR sensors, many images are produced in high-quality to provide precise information on the
observed land covers. To obtain a solid comprehension of SAR images, one of the most critical
problems is how to effectively distinguish different land-covers. A variety of approaches has been
proposed to characterize SAR images in recent years, including backscattering coefficients [4], statistical
features [5,6], texture descriptors [7], bag-of-words [8], sparse representation [9] and so on. However,
the backscattering coefficients heavily depend on imaging parameters, such as electromagnetic
properties, frequency, polarization mode, atmospheric condition, soil moisture and so on. It is difficult
to apply these features on SAR images which are captured by different sensors. Besides, the increased
resolution makes spatial structure of SAR images even heterogeneous, because many tiny objects could
be observed clearly in a single resolution cell. Therefore, much more efficient statistical distributions
should be developed to characterize such a complex scene.

Compared with SAR images in median or low resolutions, a higher resolution implies that
a reduced number of scatters was observed in a single resolution cell. Therefore, a variety of
backscatters from distinct land-covers could be received in a single high resolution SAR scene.
In recent years, many probability mixture models were proposed to characterize the generative
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procedure a high-resolution SAR images. In [10], a dictionary-based approach was proposed to
model the probability density of SAR image amplitude, in which each component of the dictionary
is constructed from some specific probability distributions. However, the likelihood function of
MoLC is not guaranteed to be monotonically increasing. Combing both amplitude and texture
statistics, a non-stationary Multinomial Logistic latent class label model [11] is proposed to obtain
spatial smoothness class segments, which is a mixture of Nakagmi distribution and t-distribution
for amplitude and texture respectively. Besides, several mixture distributions, such as mixture
of Cauchy-Rayleigh distribution [12], mixture of generalized Gamma [5] and mixture of Wishart
distribution [13], are also proposed to characterize and distinct different land-covers. Nevertheless, it is
confusing to determine an adaptive number of mixture components for various land-covers. At the
same times, the expectation-maximization procedure for parameter optimization is time-consuming.

With developments of machine learning techniques, deep learning, especially the convolutional
neural network (CNN), has attracted much attention of many researchers [14,15]. It attempts to create
a hierarchical structure by learning simple concepts first and then successfully building more complex
concepts. Zhang et al. [16] and Zhu et al. [17] review the latest developments on Deep learning
techniques for remote sensing data processing. Because of their high-level semantic feature learning
capacity, all of these surveys confirm the excellent performance of deep learning based approaches
in remote sensing data analysis. For SAR images, a deep convolutional autoencoder [18] is proposed
to extract features and conduct classification automatically by combing several convolutional layer,
scalar transformation layer and sparse autoencoders together. At the same time, to reduce overfitting
caused by the limited training samples when applying deep CNN for SAR target classification,
an all-convolutional networks [19] is proposed by replacing the fully connected layer in the CNN with
a sparsely connected layer. By leveraging knowledge learned from sufficient unlabeled SAR scene
images, a transfer learning based CNN model [20] is proposed for SAR image target classification with
limited labeled data. After exploiting CNN and multi-layer perceptron [21], a deep neural network
is proposed to classify different land-covers with the learned high-level features which encode both
the spectral and spatial information of pixels in remote sensing images. In addition, many techniques
were utilized to improve the classification accuracy of the proposed deep network, such as leveraging
a synthetic target database for data augmentation [22], complex-valued domain extension [23] and
so on. Besides, several tensor-based CNN approaches [24,25] are proposed for remote sensing image
processing. Because they can organize better weights of deep learning structure, these methods reduce
the computational complexity of network training and retain the spatial structure of remote sensing
images effectively. However, some of tensor-based approaches [26] may over-smooth part of line-type
and point-type targets, such as boulevards and bridges, due to the fact that the patches charactering
of these pixels. All of these works report a better classification or recognition accuracies due to the
fact that deep networks can extract effective features compared with the other methods. As the depth
of CNN becoming deeper and deeper, it requires large-scale dataset massive computing power for
model training, which is hard to reach in SAR image processing and understanding tasks.

To model the generative procedure of SAR image directly, the deep belief network (DBN) [27,28]
is also utilized widely to learn the statistical characterizes of SAR images and used to distinct different
land-covers. Specifically, the DBN can be treated as a multi-layer generative graph model, in which
each layer is made of a restricted Boltzmann machine (RBM) [29]. The RBM is an undirected,
generative energy based graph model with an input layer and a hidden layer, in which the statistical
dependencies among each unit in the input layer are encoded in hidden layer. Several constraints
DBNs with /4, I and I/, [30] were proposed to build a hierarchical structure for SAR image automatic
target recognition. Besides, a Wishart-DBN [31] is proposed to classify different land-covers by
employing the prior knowledge of polarimetric SAR images. To release the inadequate effect of data
volume, an RBM [32] based adaptive boosting model is proposed for object-oriented classification of
polarimetric SAR imagery. Meanwhile, a discriminant deep belief network [33] is proposed to learning
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high-level features for SAR images classification, in which the discriminant informations are captured
by combing ensemble learning with a deep belief network in an unsupervised manner.

Inspired by the work of Nair et al. [34], a generalized Gamma deep belief network (gI'-DBN) is
proposed in this work to model the statistical characterizes of high-resolution SAR images. Specifically,
the major contributes of this paper are listed as follows.

1. A generalized Gamma-Bernoulli RBM (gI'B-RBM) is proposed to learn the statistical model of
high-resolution SAR images after casting it as a particular probability mixture model of the
generalized Gamma distributions.

2. By stacking the gI'B-RBM and several standard binary restricted Boltzmann machines,
a generalized Gamma DBN (gI'-DBN) is constructed to learn high-level representations of
different land-covers.

Experimental results demonstrate that the proposed approach has excellent capacity of
high-resolution SAR image statistical modeling and land-cover classification.

The remainder of this paper is organized as follows. In Section 2, details of the proposed approach
are presented. In Section 3, we show quantitative results of our approach after comparing to the other
state-of-art approaches. Finally, some conclusions and future works are presented in the last section.

2. Materials and Methods

Because the DBN can be used to learn the statistical dependencies among each units of the
observed variables, a generalized Gamma distribution based DBN is proposed in the following section
for high-resolution SAR images. By stacking the RBMs in a hierarchical manner, a gI'-DBN is proposed
to learn the discriminative information from high-resolution SAR images.

2.1. gI'B-RBM

As a basic structure of DBN, the RBM is a parametrized model which is utilized to represent some
probability distributions. It can be employed to learn some important aspects of an unknown target
distribution based on some available samples [35]. Typically, the RBM could be viewed as a Markov
random field (MRF) associated with a bipartite undirected graph to model the joint distribution of
input and output variables. To characterize SAR images in higher resolutions, the generalized Gamma
distribution (gI'D) [36,37] is utilized widely to model different land-covers since it has been proposed.
Formally, the gI'D is defined as:

p(x) = (Tl"ﬁ(zx) (g)“ﬁilexp (—(;)ﬁ>, where x € RT (1)

where B > 0, « > 0 and ¢ > 0 are power, shape and scale of gI'D. I (¢) is a Gamma function,
which is computed by T (a) = f0+°° x*~le~*dx. Several probability distributions which are widely
used for SAR statistical modeling can be viewed as a special case of gI'D with different parameters,
such as exponential, Rayleigh, Weibull and Gamma distributions. Specifically, some probability density
functions of gI'D with different parameter settings are plotted in Figure 1.

After introducing gI'D, a gI'B-RBM is constructed to learn the statistical characterizes of
high-resolution SAR images. Specifically, it consists of m visible units v = (v1,0vy,...,0) € [0,1]"
and n hidden units h = (hy,hy, ..., h,) € {0,1}". In gI'B-RBM, visible units represent the observed
variables which are employed as input. Meanwhile, hidden units are utilized to model statistical

relations between observed variables, which is the output of gI'B-RBM.
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Following the Gibbs distribution, the joint probability of gI'B-RBM can be given by:

p(v,h;0) = E (v,h;0)) )

1
meXp (—

where E (v, h; 0) is the energy function and 6 is the model parameter. The normalized factor Z (6) can
be computed as Z (0) = ¥, y exp (—E (v, h;0)), which is also called as partition function.
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Figure 1. Some probability density functions of gI'D with different parameters.

In this work, the energy function of gI'B-RBM can be defined as:

m n

E (v,h;0) 2 Z lnv Z (053 —b; lnv]-> — Ecihi 3)

i=1j= j=1 i=1

with model parameter § = {W,b,c}. W is a matrix of weights, i.e, W = (W), in which each
element W;; is a real-valued weight associated with edge between visible unit v; and hidden unit &; for
i€{1,2,...,nyandj€ {1,2,...,m}. b = (b;) and ¢ = (c;) are bias vectors, in which element b; and
c; are associated with the jth visible and the ith hidden units respectively. Furthermore, § is the power
of gI'D.

With energy function declared in Equation (3), the marginal distribution over visible units v takes
the form:

0) =) p(v,h;0)
h

1

*ﬂ; E(v,h;0)) )
1 m n m
ﬂg exp( ﬁ)g(lJrexp (Ci+];Wij (lnv]-)>>

where Z (0) = ¥y, [ p(v/,h;0)dv’ is the normalized factor. It indicates that gI'B-RBM can also be
interpreted as a product of experts [38], in which it combines multiple latent-variable models of the
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same observation data by multiplying their probability and re-normalizing. Specifically, the partition
function of gI'B-RBM can be computed by:

= Xh:exp (é Cihi> ﬁ (li:l Wi]'hi + bj) / (Z)]' exp <—vf)> dv]-. (5)

In order to simplify the presentation, the calculation procedures of Equations (4) and (5) are listed
in Appendix A.
Then, the conditional probability of gI'B-RBM can be given by:

p(vj = x h;6)

p(oj=xh;0) = — 55
o exp (~E (0] = x,h;0))
= exp <(bj) Inx — xP + f Wijh; (lnx)) (6)
~ ep ()
p(hi=1|v;0) =sig <iwﬁ (Inv;) + ci> )
=

where a = b; + }I"; Wjjh;. sig(x) is the logistic function defined as sig (x) = (1+exp (—x)) "L
Therefore, the probability that gI'B-RBM assigns to a training SAR image sample raised by adjusting
the weights W and biases b, ¢ to lower the energy of that image and to raise the energy of the
other samples.

Similar to MREF, the gI'B-RBM can be learned by approximating the gradient of the log probability
of the training SAS samples [38]. With model parameter 8, the log-likelihood can be denoted as:

LO]v)=p(v;0).

Then, the derivative of the log-likelihood with respect to model parameter ¢ could be obtained
directly from Equation (8) as (details are listed in Appendix B):

olnL (6 |v) ZP (h|v;0) Vh9 +ZP (h|v;0) /P E(v,h;0) ®)
00 L
T ) R O ()
E Vv, h,‘ Wij E v, h; Wij E Vv, h,‘ Wij
= hiInv; =Inv; = h;. 9
an] 1 nv]/ ab] nU]/ aCl 1 ( )
In this work, a pre-determined value of § is utilized in experiments instead of a learning one.
Given a set of training SAR samples, ie, V = {vp};::l, the mean of derivation in
Equation (8) becomes:
1 dlnL (0|v) [BE (v,h;G)} [E)E (v,h;@)]
) Z a3  —Ldata |7 735 | ~ model | T 735 (10
P, 06 26 96

where E g4, [-] is expectation with respect to data, and E,,,o4e; [-] is the expectation with respect to the
distribution defined by the energy of gI'B-RBM (Equation (3)).

To approximate the gradient of log-likelihood, a K-step contrastive divergence (K-CD)
algorithm [35,38] is also applied in this work. Specifically, a Gibbs chain [39] is carried out for only K
steps to approximating the expectation E 4 [-], instead of sampling from the RBM-distribution (in
Equation (10)) directly. It is initialized by the training SAR image samples v(?) and yields the sample
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v(K) after K steps. Two sampling procedures are carried out in each step, which are firstly sampling
h® from p (h ‘v(k) ) and followed by sampling vk+D) from p (v ’h(k) ) For SAR image sample v(0),
the derivative in Equation (8) could be approximated by:

Gk (V(O);g) - _ ;P (h ‘V(O) ;9) 8]5(\7;0;,11;6) +§P (h ’V(K) ;0>8E(v(;<9),h,m0). (11)

The derivative of each component in 6 can be obtained by substituting Equation (8) into
Equation (10) respectively. Similar to the work of Fischer et al. [35], a batch-wise K-CD algorithm for
gI'B-RBM training is implemented in Algorithm 1.

Algorithm 1 K-CD for gI'B-RBM update for a mini-batch of size Ng
Input: A gI'B-RBM with m visual units and n hidden units and training batch S.

Output: The gradient approximation of model parameter: AW, Abj and Ac;, fori = 1,...,n and

j=1,...,m.
1: Initialization: AW;; = 0, Ab; = 0 and Ac; = 0;
2: forallv € S do

3 vi0) v
4 fork=1toK—1do

5: Vie{1,2,...,n}, sample hi(k) ~p (hi v®) );

6: Vj € {1,2,...,m}, sample Ul(kﬂ) ~p(vj ‘h(k) );
7:  end for

8 forl<i<mandl <j<mdo

9: Update AW;;: AW;; <= AW +p (hl- =1| v(0)> -In v](O) —-p (hl- =1 V(K)) -In ZJ/(-K);
10: Update Abj: Ab; < Abj +1Inol” —Ino™);
11: Update Ac;: Ac; < Ac; +p (hi =1| v(o)) —p (hi =1| V(K));
12:  end for
13: end for

14: return AW;;

ij, Abj and Ac;.

In Algorithm 1, gradients of each parameter are initialized as zeros in step 1 firstly. Then, for all of
the SAR image samples in the training batch S, two sampling procedures are carried out sequentially.

vi®).

Meanwhile, each visual unit is sampled following the condition distribution p (Uj ‘h(k)> in step 6.

For each hidden units, it is sampled in step 5 following the condition distribution p (hi

Finally, the gradient of each parameter is updated in step 9 to step 11 respectively. Similar to the work
of Upadhya et al. [40], let us suppose the computational cost of one Gibbs sampling epoch is T and
that of updating is L (in step 9 to step 11). Then, the computational cost of the K-CD algorithm for
a mini-batch of size Ng is (Ng (2KT + L)). However, the computational cost L is much smaller than
T in the actual application situation. As a result of the approximation error, Algorithm 1 does not
necessarily lead to a maximum likelihood estimation of each parameter. Nevertheless, the work of
Carreira-Perpindn et al. [41] showed that the bias can lead to a convergence to parameters that do not
reach the maximum likelihood.
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2.2. Discriminant Classification via gI'-DBN

After successful learning, the gI'B-RBM can provide a closed-form representation of the underlying
probability distribution for high-resolution SAR images. They can be used as the building blocks
for DBN, in which the hidden units are used as features of observations. All of these features can serve
as input of another RBM [42—-44]. Therefore, a generalized Gamma distribution based DBN (gI'-DBN)
is constructed by stacking several RBMs in a hierarchical manner. To characterize high-resolution SAR
images directly, the proposed gI'B-RBM is used as the bottom RBM of gI'-DBN in a greedy learning
procedure. Then, several standard binary RBMs are stacked over gI'B-RBM to learn much higher-order
correlations between hidden units in the lower layer. Finally, the output of top RBM, i.e., h®) is utilized
as the ultimate high-level feature for the observed high-resolution SAR image sample v.

For the learned features, they can be used as the input of several supervised classifiers to produce
category labels of SAR image samples, such as support vector machine, K-nearest neighbor and so on.
As a hierarchical structure, it can be easily extended to a neural network by adding a prediction layer,
in which a softmax classifier is employed to produce the discriminative information. Specifically,
a discriminative neural network which consists of a four-layer gI'-DBN and one prediction layer is
shown in Figure 2. It consists of three hidden layers h(®), h® and h®), which are formulated by
three RBMs, including a gI'B-RBM and two standard binary RBMs, an input layer v for high-resolution
SAR image samples and an output layer y for the category label. By feeding it with SAR image samples,
the category label can be simply obtained by a feedforward inference on it. Similar to the work of
Hinton et al. [45], training such a discriminative network is straightforward, which is implemented in
Algorithm 2.

Algorithm 2 Formulating a Discriminative Network (DisNet)

Input:

1. Training SAR image samples: V = {v,,y,},_,, wherev, € [0,1]" and y, € {1,2,...,C};

P
p=1
2. Number of units in each hidden layer: ny, ny, ..., ny;
Output: A discriminative neural network N.
1: Initialization: ny = P;
2: fori=1tohdo
3: ifi =1 then

4; Training a gI'B-RBM R : {W(l),b(l), c(l)} with input {vy, vy, ..., pp} and n; hidden nodes.
Compute output h() of the 1st RBM R;

9

6: else

7: Training a stand binary RBM R; : {W(i), b, c(i)} with input h=) and »; hidden units.

8: Compute output h(?) of the ith RBM R; ;
9: end if
10: end for

11: Unfold the RBM series to a neural network N : {W(l), w® . wh) };
12: Add a prediction layer y to A with C output nodes: N« {N,W(h+1)}, where W) s

initialized randomly;

13: Tune weights of the neural network N with labels y1, 2, . . ., yp via a backpropagation procedure.
14: return N {w(l), W@ W) }
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Specifically, there are two major parts of Algorithm 2, which are RBMs learning (in step 2-step 10)
and discriminative neural network construction and fine tuning (in step 11-step 13). Two kinds of
RBMs are trained in this work for high-resolution SAR image statistical modeling, which are the
gI'B-RBM (in step 4) and standard binary RBMs (in step 7). After stacking these RMBs in a hierarchal
manner, the learned gI'-DBN is unfolded to a neural network A/ (in step 11) and followed by adding
a prediction layer (in step 12). The weight matrix WD) of the prediction is initialized randomly.
In the last step (step 13), all of these weight matrix are tuned according to the labeling information
of the training high-resolution SAR image samples. With the learned discriminative neural network,
the category label y;, of each SAR image sample v;, can be obtained via a simple feedforward pass.

Besides, two aspects of the computational complexity, i.e., memory and computations, are also
employed to investigate the learning algorithm of discriminative network (denoted as DisNet).
In this work, the formulated DisNet consists of i RBMs, i.e., a gI'B-RBM and & — 1 binary RBMs.
During training, the DisNet starts out fully connected leading to a total number of weights to
Ny = Zf’;ll n;ni11. The computation and memory costs are highly relatively to number of non-zero
weights. However, the computational cost of neuron is heavily depend on the selective activation
function and summation operations. After training the DisNet with a fully connected structure,
the network goes through a supervised phase where connections are fine-tuned via a backpropagation
procedure. In summary, the overall computational cost depends on architecture of the learned
DisNet: the number of layers and the number of neurons per hidden layer which affect the number of
weight connections.

Predict

Binary-RBM

Binary-RBM

gI'B-RBM

High-Resolution SAR Image Patch

Figure 2. Discriminative network for high-resolution SAR image category.

2.3. Discussions of the Proposed Approach

Apart from traditional probability mixture models [5,46-48], the other mixture models, which are
named topic models [49-51], are also utilized to characterize the content of SAR images. They are
based on the assumption that each SAR image can be represented as a mixture of topics, in which
each topic is determined by a probability distribution over some words. As the inference is intractable,
posterior distribution over topics have been approximated inaccurately and slowly in the topic models.
Compared with these mixture approaches, the major advantage of the proposed approach is due to
the fact that it can learn a nonlinear distributed representation of SAR images in a hierarchical manner.
While handling high-resolution SAR images, the major characteristics of the proposed approach are
listed as follows.
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1. After casting the proposed gI'B-RBM as a mixture model, the likelihood and model parameters can
be effectively approximated via a simple gradient-based optimization (as shown in Algorithm 1).
It needs less computation and easier to implement than traditional EM procedure in the
probability mixture models.

2. With a layer-by-layer representation, high-level representation can be generated by exploiting
higher-order and nonlinear distributions of SAR images.

3. As shown in Algorithm 2, the discriminative network is formulated by an unsupervised
training of RBMs and supervised parameter tuning. It is easy to implement in a greedy and
hierarchical manner.

Besides, the proposed gI'-DBN first takes advantages of an effective layer-by-layer greedy learning
strategy into initialize the deep network, and then fine-tunes all of the weights jointly with the desired
category labels. It can be utilized to learn the statistical characterizes of SAR images and used to
distinct different land-covers by building a deep hierarchical structure. As its basic blocks, the RBMs
are famous for their powerful expression and tractable inference. However, training an RBM can be
difficult in practice due to the intractability of the log-likelihood computation. Exact computation
requires an unbiased sampling from the model distribution for a long time to ensure convergence
to stationarity, which is of exponential complexity. A Gibbs sampling procedure is employed to
approximate the log-likelihood of RBM (in Algorithm 1) from training data. Different from CNNs
which are inspired by biological process in that the connectivity pattern between neurons resemble the
organization of visual cortex, the proposed gI'-DBN is a deep generative model to learning distribution
of SAR images in a unsupervised manner. Specifically, a simple comparison between gI'-DBN and
some CNN-based approaches for remote sensing image processing is listed in Table 1.

Table 1. Comparison of the gI'-DBN and CNN-based approaches.

CNN-Based Approaches

gl-DBN [19-21,24,52]
Model generative model biological-inspired
Conf ; oTB-RBM COHVOIEEOIF‘I le;yers
onfiguration Binary-RBMs pooling layers
full-connection layers
dropout & dropconnect
.. unsupervised training data augmentation
Training i . . o
ne-tuning pre-training & fine-tining

low-rank & tensor decomposition

Finally, the speckle phenomenon in SAR images makes their visual and automatic interpretation
a difficult task, especially in a high-resolution case. Some multilook preprocessing could be considered
to reduce strong fluctuations of SAR images for land-cover classification, such as spatial multilooking
and temporal mutilooking. For spatial multilooking [53], the speckle variance reduction is obtained at
the cost of a resolution loss after averaging pixel values within a sliding window. However, the use of
multiple SAR images taken over the same scene during a relatively short period of time, i.e., temporal
multilooking [54,55], allows for a continuous monitoring of the earth surface. For multitemporal
SAR images, some areas, like buildings and homogeneous fields, the spatial response remains
unchanged over short period. It offers great importance for both land-cover classification and for the
analysis of environmental changes. In this paper, we just focusing on the statistical modeling of single
high-resolution SAR image via the proposed gI'-DBN and utilized to distinguish different land-covers.
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3. Experimental Results and Discussions

To investigate classification performance of the proposed approach, several approaches are
adopted in this experiment for comparison. Specifically, they are listed as follows.

1. Patch Vector—Similar to the work of Varma et al. [56], a simple patch vector based descriptor is
utilized as the basic feature to characterize SAR image samples. It just simply keeping the raw
pixel intensities of a square neighborhood to form a feature vector.

2. GLCM + Gabor [57]—In this experiment, some statistics of GLCM and responses of Gabor filters
are employed to characterize SAR image samples. The statistics computed by the GLCM are
energy, entropy, roughness, contrast and correlations. Meanwhile, the means and standard
deviations of the magnitude of the Gabor filtering responses with 3-scales and 4-orientations are
utilized in this experiment.

3. DBN [45,58]—The classical DBN with Gaussian distribution is also used in this experiment to
evaluate performance of the proposed approach.

For the patch vector and GLCM + Gabor, a linear kernel based SVM (Available from: http://www.
csie.ntu.edu.tw/~cjlin/libsvm) [59] is utilized in classify these features. For DBN and the proposed
gI'-DBN, a softmax layer is add on the last layer to generate labels for different land-covers.All of these
experiments are conducted on a PC with Intel Core I3 CPU and 4G memory, and implemented over
Matlab 2014a.

3.1. Performance Evaluation over Patch Sets

3.1.1. Datasets and Settings

In order to evaluate the quality of the proposed approach, six high-resolution SAR image
patche sets are formulated in this experiment in different patch sizes. Specifically, they are captured
from four typical scenes (shown in Figure 3), which are water (WA), farmland (FL), vegetation
(VG) and buildings (BD). All of these four scenes are captured bu ALOS PALSAR-2 satellite with
a HH-polarization spotlight mode.

(a) water (b) farmland (c) vegetation (d) building

Figure 3. Four different SAR land-covers.

From each scene, 15,000 patches are selected randomly to formulate each patch set in
an overlapping manner. Therefore, there are totally 60,000 SAR image patches in each set. Details of
the constructed patch sets are listed in Table 2. Meanwhile, the power parameter of gI'-DBN is setting
as 2 in all of the following experiments.
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Table 2. Details of 6 high-resolution SAR image patch sets.

Dataset  ptSetl  ptSet2  ptSet3  ptSetd  ptSet5  ptSet6

Size of image patch 21 x21 25 x25 29x29 33x33 37x37 41x41
Num. of patches 15,000 x 4

3.1.2. Results and Analysis

First of all, intensity histograms of these four scenes (Figure 3) are shown in Figure 4a. Heavy-tail
could be observed from histograms of these four scenes, which is difficult to characterized via a simple
probability distribution model. It can also be observed from Figure 4a that the vegetation and building
areas have similar statistical properties as a result of complex backscatters. Because of its simple
spatial structure, water areas could be distinguished effectively from the other land-covers. Meanwhile,
intensity histograms of four land-covers of two selected SAR patch sets, i.e., ptSetl and ptSet2, are also
drawn in Figure 4b,c respectively. Similar to Figure 4a, heavy-tails can also be observed from these
two patch sets for different land-covers. In the following section, we mainly check the classification
capacity of the proposed approach over these six patch sets.

x10° x10° %107

Water (WA)

Water (WA) Water (WA)
Farmland (FL) Farmland (FL) Farmland (FL)
Vegetation (VG) 15 Vegetation (VG) Vegetation (VG)
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~
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o
o
o
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Intensity Value Intensity Value Intensity Value

(a) four land-covers (b) ptSetl (c) ptSet6

Figure 4. Intensity histograms of four land-covers (Figure 3) and some selected SAR patch sets. (a) for
the four four land-covers, (b) for ptSetl and (c) for ptSet6.

Then, the average classification accuracies of gI'-DBN is checked. In this experiment,
10,000 patches which are selected randomly from each patch set are utilized to learn a 4-layer
gIl'-DBN with 2 hidden layer, which has 100 units in the first hidden layer and 20 units in the second
hidden layer. The remaining 5000 patches of each patch set are employed for testing. After conducting
this experiment 20 times independently, the average classification accuracies (mean and standard
variation) of the learned gI'-DBN on each patch set is shown in Table 3. It can be observed that the
highest classification accuracy is reached on ptSet6 comparing with the other approaches. For GLCM
+ Gabor, DBN and gI'-DBN, classification accuracies are increased with the size of local patches because
richer information could be captured from different land-covers with a larger patch size. Conversely,
the classification accuracy of Patch Vector is decreasing from ptSetl to ptSet6, which mainly be caused
by the following two facts. On one hand, as the dimension of features is increased quadratically with
the size of local patch (i.e., 21 x 21 for ptSetl and 41 x 41 for ptSet6), it need a large number of training
samples to training an effective SVM model. On the other hand, a liner-kernel is one of the simplest
choice of SVM model, which could not capture enough discriminant information to classify each
SAR patch. Because the major focuses of this work is to evaluate the effectiveness of features generated
by different approaches, the choice of linear-SVM with general settings is enough in this experiment.
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Table 3. Mean and standard variation of classification accuracies (100%) of different approaches over
each patch set.

Dataset ptSetl ptSet2 ptSet3 ptSetd ptSet5 ptSet6

Patch Vector 4830 £1.17 4610+ 150 4478 £097 43.15+1.15 4297+086 42.09+1.31
GLCM + Gabor  64.62 £0.51 66.50+ 047 6844 +0.63 70.95+037 7245+0.61 73.40+041
DBN 60.72+121 6218+044 6643+048 6718+058 6741+0.69 67.88+1.60

gI'-DBN 6821 £3.18 69.75£2.08 7205+0.86 73.14+£135 7432+£094 75.56+0.83

In order the view the discrimination capacity of these four approaches, some confusing matrices
over ptSet2 are drawn in Figure 5. It can be observed that the classification accuracy of water area is
higher than the other categories as a result of its simple spatial structure. For vegetation area, the best
classification accuracy is achieved by the proposed gI'-DBN. Because of its complex and clutter spatial
structures, much misclassification of the vegetation and building areas can be observed from the
confusing matrix of patch vector (shown in Figure 5a). At the same time, classification accuracies of
building areas appear fairly well in GLCM + Gabor (Figure 5b), DBN (Figure 5c) and the proposed
gI'-DBN approaches (Figure 5d). As a result of their complex spatial structures and variety of the
backscatters, it is difficult to capture enough information to characterize them except for water areas.

Water 0.01 0.00 Water Water Water

Farmland [ 0.00 0.41 Farmland Farmland Farmland

Vegatation [ 0.00 0.34 0.30 0.25 Vegatation Vegatation Vegatation

Building f  0.00 0.18 0.20 0.23 Building Building Building

(a) Patch Vector (b) GLCM+Gabor

(d) gT-DBN

Figure 5. Confusion matrices of the different approaches over ptSet2. (a) for patch vector, (b) for GLCM
+ Gabor, (c) for DBN and (d) for gl'-DBN.

To going deeper of the proposed gI'-DBN, each hidden unit can be observed as one feature
detector of the input local high-resolution SAR image patches in the former section. It can be visualized
as a collection of the bases that resemble Gabor filters [60], in which each component of parameter
W is also referred as a receptive field. As the basic element of gI'-DBN, the gI'B-RBM is directly
related to high-resolution SAR image patches. It is investigated in this experiment to view the
capacity of feature learning. Specifically, the parameter W of gI' B-RBM which is learned by a 1-step
contrastive divergence algorithm from all of these patch sets are shown in Figure 6 respectively.
It can be observed from Figure 6 that some interesting structures are appeared, such as part of edge,
orientation, and speckle-like structures, which are distributed widely in high-resolution SAR scenes.
With an increased number of the hidden units of gI'B-RBM, plentiful spatial structures would be
appeared to characterize these high-resolution SAR images.



Remote Sens. 2018, 10, 878 13 of 24

i PR B 3 o0us O Y A
2o fnd ] g i (] wiv[efL e It Y ) y 0.0126 00128
Y RARRE R LT . %, T T S N
pry ik A D I " br (e 00124 50 a0 00126
i b7 i X A AR 00124
s0 LA, B! / {" Phd { Iy Pl (SR
% Vi i pn U 00124
¥y e R " Y CREIV Y i A
100 e M R T oo X »n ] 3 s ; 00122
N TR VLR B0 T VN [ T TIRWIST | ooz e
0t S N A A e 150 ! ! 9 . 0012
I R R Y P T o Yy 00118 T 0 b IR D 0
] ¢ h . . g 0.0118 } i O
160 ) N B L F) N AR o0 L B T I 4
-‘~ i ‘ﬁ "; e, ! 0116 200 pid] L o J i N Wz.ﬁﬂl_hi 00118
180 T T T o : R 00116 ¥ o AT AT
200 Lo LA i ] I O A X 7)) — ] ol MY o 00116
BT 1Y AL RE W TR R . S KO T
1 LF“ il Iy oo 250 f44 LT 4, O ) 0 N N W 00114 s g Aud, Ll
50 100 150 200 50 100 150 200 250 50 100 150 200 250
(a) ptSetl (b) ptSet2 (c) ptSet3

00128 0.0128

126
50 0.0126

00126

0.0126

100 (£ 00124

00124 0.0124

0.0122

150 (=

0.0122 00122

200 A W 0012
-

0012 0012

250 P o
4 0.0118

0.0118 0.0118

B}
300

0.0116

o ﬁ‘" i oo [l

0.0114

00116 00116

350 [ e ] i
ol st gk | &
50 100 150 200 250 300 350 400

50 100 150 200 250 300 350

(d) ptSet4 (e) ptSet5 (f) ptSet6

Figure 6. Visualization of the weight W of gI'B-RBM.

Besides, the discriminative capacity of gI'-DBN is also checked in this experiment. Specifically,
six confusion matrices over different patch sets are shown in Figure 7. As a result of the water
clutter response, the classification accuracy of water in dataset ptSetl is the smallest one. Meanwhile,
classification accuracy of building areas reach the highest value on ptSet5 and ptSet6 (shown in
Figure 7e,f). As shown in Figure 7df, it is difficult to distinguish vegetation and building materials as
a result of its complex backscatter. In general, it can be noticed form all of these confusion matrices
that the proposed gI'-DBN have preferable capacity to characterize different land-covers.

Finally, the computation burden of land-cover classification system mainly located in the
procedure of feature extraction and classifier training. Specifically, the average CPU times of these
approaches are also recorded and listed in Table 4 after 20 times independently running. It can be
noticed that feature extraction procedure in GLCM + Gabor approach consumes the most of CPU times,
because the texture descriptors are computed in a patch-wise manner. Nevertheless, the CPU times
for SVM model training is not changed seriously for GLCM + Gabor approach on different patch sets.
The main reason for this is that the texture descriptor of each local SAR image patch have the same
number of elements. Furthermore, it can also be noticed in Table 4 that CPU times for SVM model
training is increased rapidly for Patch Vector approach because of the fact that dimension of features
is increased quadratically with the size of local patches. Due to the advantage of simple gradient
approximation in K-CD optimization and a batch-wised trick, CPU times of DBN and gI'-DBN is
significantly less than that of the other approaches. Although the classifier could be trained in advance
in an off-line manner, the feature extraction still be conducted on-line while performing land-cover
classification. Therefore, a large amount of CPU times is still needed to capture local features, such as
the texture descriptors computed by GLCM + Gabor approach in this experiment.
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Figure 7. Confusion matrices of the gI'-DBN over each patch set.

Table 4. CPU times (s) for the gI'-DBN on each SAR image patch set (ft. ext. for feature extraction,
SVM tr. for SVM training, DBN tr. DBN Training) and DisNet for discriminant network formulation.

Approaches CPU Times ptSetl ptSet2 ptSet3 ptSetd ptSet5 ptSet6
ft. ext. -

Patch Vector SUMtr 112 x10° 113 x103 1.15x 10° 114 x 103 114 x 10° 1.15 x 103
ftoext. 66141 653.92 671.01 661.35 679.68 671.69

GLCM + Gabor SVMtr. 19823 211.55 197.10 193.69 185.32 191.12

DEN DBN tr. 2.94 3.84 6.04 7.23 7.48 9.21
DisNet 1.81 2.36 3.82 3.89 5.26 6.35

DN gT-DBN tr. 7.63 9.90 12.79 15.56 19.68 34.73
8 DisNet 6.79 8.29 10.77 12.37 19.08 28.67

3.2. Performance Evaluation over Large-Scale SAR Images

In this experiment, two large-scale SAR images are utilized to evaluate performance of the
proposed approach.

3.2.1. Barcelona Image

In the first experiment, the Barcelona image (left part in Figure 8) is utilized in this experiment
to evaluate th performance of the proposed approach. It is captured by L-band ALOS PALSAR-2
satellite on 22 September 2014 with HH-polarization spotlight mode over Barcelona city in Spain.
It has 10,000 x 1000 pixels in size with a ground resolution of 1.0 m. The reference land-cover of the
Barcelona image with the same area is also captured from GoogleEarth in the same period and shown
in the right part of Figure 8. Specifically, a four-category land-cover classification problem is conducted
on Barcelona image in this experiment, i.e., water, farmland, vegetation and buildings, which is the
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same as the former experiment. To generate a patch-wise land-cover labeling, parameters of this
experiment are setting as follows.

1. Firstly, the Barcelona image is partitioned into 91,809 local patches in a non-overlapping manner,
in which each one has 33 x 33 pixel in size. The patch set ptSet4 formulated in Table 2 are utilized
for model training for all of these four approaches.

2. The power parameter § of the generalized Gamma distribution is setting as 2.

3. In this experiment, a four layer DBN and gI'-DBN is trained for land-cover classification.
It consists of one input layer, two hidden layer and one output layer. Specifically, the number of
units of input layer is 1089, corresponding to each local patch. Meanwhile, the number of units in
each hidden layer is setting as 200 and 20 respectively. The output layer has 4 nodes for different
land-covers.
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Figure 8. Barcelona image and the reference land-covers.

Classification results of different approaches are shown in Figure 9a—d respectively.

It can be observed from these results that the large water area lies at the bottom of Barcelona
image is clearly labeled by all of these approaches. However, much misclassification was occurred
at the rod-like pond area as a result of heavy noise by strong scatter beside it. For the classification
result of Patch Vector (Figure 9a), a large part of farmland areas which lies in the center right part is
misclassified as water. It may be caused by the fact that a linear kernel is insufficient to distinguish
the farmland and water when they have similar intensity values. As a result of its difference to water,
building materials are clearly labeled by patch vector with a linear-kernel SVM. Meanwhile, it can
also be observed from Figure 9b that classification result of GLCM + Gabor with linear-kernel SVM
appear well in a large part of the vegetation areas, especially at the ridge area in the top-left part on
the Barcelona image. However, a large amount of building areas are failed to detect in Figure 9b.
Because of its non-Gaussian characterizes, classification results of DBN (shown in Figure 9c¢) is even
worse than the classification result of Figure 9b. Comparing with the other three approaches, it can be
noticed that the gl'-DBN (shown in Figure 9d) performs well on the building and farmland areas.

Besides, the computational cost is also one of the most important factors for SAR image land-cover
classification. Specifically, CPU times is also recorded in this experiment while labeling Barcelona
image, which are listed in Table 5. It can be observed that DBN and gI-DBN need only a light
CPU times to label all of the local SAR image patches via a simple feed-forward pass on the learned
discriminant network. However, for the linear-kernel based SVM, much CPU times are required fro
decision cost function computation, which is increased quickly with the feature dimension. Therefore,
the CPU times of GLCM + Gabor approach is much time-consuming one compared with the other three
approaches in this experiment.
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(a) patch vector

(c) DBN (d) gT-DBN

I \Vater Farmland [ Vegetation [ Building

Figure 9. Classification results of the Barcelona image with different approaches.

Table 5. CPU times (s) for Barcelona image classification with different approaches.

Patch Vector GLCM + Gabor DBN gI'-DBN

Patch partition 3.85
Feature Extraction 0 1.31 x 10° 0 0
Classification ~ 1.14 x 103 307.31 6.79 7.94

3.2.2. Napoli Image

In the second experiment, the Napoli image (shown in left part of Figure 10a) is utilized to
evaluate the performance of the proposed approach. It was captured by X-band COSMO-SkyMed
satellite on 1 March 2013 with a HH-polarization HIMAGE model over the Napoli area in Italiana.
It has 4000 x 6000 pixels in size with a ground resolution of 3.0 m. There are three major land-covers
in this image, which are water, openlands and buildings. Intensity histograms of three selected
sub-regions, which are water openland and building, are shown in Figure 10b respectively. Meanwhile,
the intensity histogram of the whole Napoli image is also computed and plotted in Figure 10b.
Heavy-tails can be observed from all of these histograms, which appears sensible non-Gaussian
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characteristics. To obtain a patch-wise classification result of Napoli image, parameters of the gI'-DBN
are setting as follows.

1.

Firstly, the Napoli image is partitioned into 295,704 patches in a non-overlapping manner, in which
each one has 9 x 9 pixels in size. At the same time, 30,000 local patches which are randomly
captured from three marked areas (shown in Figure 10a) are employed to learn the gI'-DBN,
in which 10,000 patches per each category.

In this experiment, the power, i.e., B, of gI'D (in Equation (1)) is also setting as 2.

In this experiment, a three layer gI'-DBN is learned form the selected training samples. It has
one hidden layer with 20 units. Numbers of units of the input and output layers are setting as 81
and 3 respectively, which are corresponding the input SAR image patch (9 x 9) and land-covers
should be labeled.

With the learned gI'-DBN, classification result of Napoli image is shown in Figure 10c.
It can be noticed that different categories of SAR land-covers could be distinguished effectively

via the proposed gI'-DBN. Form Figure 10, it can be observed that some hangar-like structures are
misclassified as waters. Some roads between these hangar-like structures are labeled as building
materials as a result of strong backscatter. Meanwhile, it can also be observed from Figure 10c that
buildings and openland areas could be marked effectively via the proposed approach. Besides, the CPU
times is much less because a small local SAR image patch size which is utilized for Napoli image
classification. Specifically, it just needs 2.05 s for local image patch partition and 3.1 s for image
classification in this experiment.
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Figure 10. Classification result of the Napoli image with gI'-DBN.
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3.3. Discussions

In this section, some aspects of gI'-DBN are discussed via several experiments. Specifically,
the local SAR image patch set ptSet4 in Table 2 is utilized to evaluate classification performance of the
proposed approach, in which 10,000 patches of each category is employed to learn a discriminative
network and other 5000 samples for testing.

Firstly, we check the classification accuracy of the gI'-DBN with respect to power parameter
in gI'D (Equation (1)). In particular, a gI-DBN with 2 hidden layers is learned in this experiment,
which have 400 and 40 nodes respectively. With different settings of B, the average accuracies of
gl'-DBN over dateset over patch set ptSet4 are shown in Figure 11 after conducting each experiment
10 times independently. It can be noticed that the accuracy over ptSet4 appears much stable with
power parameter 5. Meanwhile, the highest classification accuracy is reached with setting § = 2.

75

Clasification accuracy (100%)
[e)] [e)] ~ ~ ~ ~ ~
[0e] [(e] o = N w H

)]
~N

1 2 3 4 5 6 7 8
Value of B

Figure 11. Average accuracies (100%) of gI'-DBN over ptSet4 with different power parameter.

Secondly, the number of hidden units of gI'B-RBM is checked in this experiment after casting it as
a special probability mixture model for high-resolution SAR images. In gI'B-RBM, each hidden unit can
be viewed as one choice of different mixture strategies. Therefore, the average accuracies of gI'B-RBM
on ptSet4 is checked with different number of hidden units in this experiment. Specifically, the number
of hidden units is setting as 10, 20, 40, 80, 120, 160, 200, 240, 280, 320, 360 and 400 respectively.
With a 3-layer discriminative neural network which is constructed by stacking a gI'B-RBM and
a predict layer, the average classification accuracies are shown in Figure 12 after conducting this
experiment 10 times independently. It can be observed that the classification accuracy is increased with
the number of hidden units, as it can capture enough statistical relations from high-resolution SAR
images with a large number of hidden units. However, classification accuracies are dripped quickly
with a larger number of hidden units. It is caused by the fact that number of units in the predict
layer is only 4, which is may be much smaller to capture enough statistical relations between these
hidden units. It can be noticed from Figure 12 that the highest classification accuracy is reached with
120 hidden units while just employing a gI'B-RBM for dataset ptSet4 classification.

Lastly, choices on number of hidden layers and units in each hidden layer are checked in this
experiment. Specifically, the discriminative network formulated by gI'-DBN has 1089 and 4 units
in the input and output layer respectively. They are corresponding to the size of local SAR image
patches with 33 x 33 pixels and 4 different land covers should be distinguished. After conducting the
experiment 10 times independently, the average accuracies and CPU times for model training and
classification are listed in Table 6 for different settings of hidden layers and units. It can be observed
that the highest classification accuracy is reached when it has 2 hidden layers with 400 and 20 units
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respectively. Meanwhile, it can also be noticed that the CPU times for model training and testing is
also increased with the number of hidden layers, as it will need much layer inference to generate the
final category label. Nevertheless, the CPU time-consuming is not increased serious with the number
of hidden layers.
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Figure 12. Average accuracies (100%) of the learned gI'B-RBM with different number of hidden units.

Table 6. Average classification accuracies and CPU times for model training and testing with different
number of hidden layers and units in each layer.

CPU Times (s)

Hidden Layers Num. of Units Accuracy (100%) Model Training Testing
1 [1089, 100, 4] 72.54 £1.15 20.01 £0.68 0.31 £0.01
2 [1089, 400, 20, 4] 7322 £1.01 69.75 £ 3.78 0.92 £ 0.04
3 [1089, 400, 100, 20, 4] 72.71 £1.35 79.13 £ 3.35 117 £0.13
4 [1089, 400, 200, 100, 20, 4] 71.61 £1.43 87.83 £5.23 1.23 £0.29

4. Conclusions and Further Works

In this paper, a gI'-DBN is formulated by stacking a gI'B-RBM and several standard binary
RBMs to model the statistical characteristics for high-resolution SAR image land-cover classification.
The high-order statistical relations of SAR images can be exploited effectively via the proposed
framework. At the same time, it can be used for distinguishing different land-covers by adding
an additional predict layer. Experimental results on some local SAR image patch sets and large-scale
scenes illustrate the effectiveness and robustness of the proposed approach. However, there are still
some limits of the proposed approach, such as how to choose an appropriate number of hidden layer
to capture enough discriminant information for different land-covers and more effective training
approach for model parameters. All of these will be considered in our future works.
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Appendix A. Calculation of Equations (4) and (5)

As shown in Equation (4), there are two major parts for the marginal distribution computation over
the visible vector v, which are ¥, e £(¥1%) and the partition function Z (8). For the first component,

it can be calculated as:

n
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Appendix B. Calculation of the Equation (8)

As shown in Equation (4), the marginal distribution over the visual units is computed by:
1
0) =Y p(v,h;0) = ——=) exp(—E(v,h;6)).
h Z (9) h

With the model parameter 8, the log-likelihood given a single training sample v is

LO|v)=p(v;0).
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Then, the derivative of log-likelihood with respect to model parameter 6 can be computed by:
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