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Abstract: Phase and code measurements achieve ambiguity resolution in medium- or long-baseline
computation. However, the code multipath effect on Global Navigation Satellite Systems (GNSS)
phase and code measurements is a main source of error for ambiguity resolution, in particular the
code multipath. The BeiDou System (BDS) of China is fully operational in the Asia-Pacific region
and provides triple-frequency (B1, B2 and B3) measurements. Although previous research about
BDS triple-frequency baseline computation indicated that using triple-frequency measurements
improves the performance of ambiguity resolution, the respective methods are still impacted by code
multipath since the code measurements are incorporated in the methods. Therefore, it is of interest to
further improve the ambiguity resolution of BDS triple-frequency baseline computation by excluding
the code multipath. We propose a modified phase-only method that only uses triple-frequency
phase measurements to achieve BDS ambiguity resolution and evaluate the performance of the
method. Observations from experimental medium and long baselines were collected with Trimble
NetR9 receivers. The related ambiguity-resolution performances are computed with the phase-only
method and a generalized phase-code method. The results show that the phase-only ambiguity
resolution is feasible and generally performs better than the phase-code ambiguity resolution, but the
improvement is subject to phase noise and satellite geometry.
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1. Introduction

Baseline computation of Global Navigation Satellite Systems (GNSS) generally uses
double-differenced (DD) phase and code measurements to compute centimeter-level positions of
the rover receiver [1]. Successful resolution of the DD integer ambiguities is key to obtaining the
centimeter-level positioning results.

The DD ionospheric delays are distance-dependent errors, and the size of the delays allows us to
adopt different approaches to baseline computation. If the DD ionospheric delays are sufficiently small,
e.g., over short baselines <10 km, the delays can be neglected and the ambiguity resolution can be
achieved by using only the phase measurements [2–4]. If the DD ionospheric delays are non-negligible,
e.g., over medium or long baselines, one has to estimate ambiguities and ionosphere parameters
together in a least-squares adjustment. However, using only the phase measurements in this case
will cause a rank deficiency, and the size of the deficiency is the number of the ambiguity estimates
provided that no a priori information on DD ionospheric delay is given [5]. To compensate this
deficiency and achieve the ambiguity resolution, the code measurements are regularly combined with
the phase measurements [6,7].

Several studies attempted to develop methods to remove fully the effects of the code multipath
and to avoid the rank deficiency when DD ionospheric delays are non-negligible. For instance,
Odijk and Teunissen [5,7] first proposed a phase-only method for Global Positioning System (GPS)
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dual-frequency or triple-frequency ambiguity resolution that aims to resolve DD ionospheric-free
(IF) linearly-combined integer ambiguities, but the methods still cannot resolve the DD integer phase
ambiguities on the three frequencies of GPS, i.e., L1, L2, and L5. More recently, Chu and Yang [8]
designed a phase-only method for GPS to further resolve the DD integer-phase ambiguities on the
three frequencies of GPS; this method, applicable to long baselines up to 1000 km, uses an optimal
ionospheric-reduced (IR) combination to produce a phase range as a substitute for the code
measurement. The optimal IR combination, which requires a very long wavelength, small noise
(noticeably smaller than half a cycle), and sufficiently reduced ionospheric delay, is referred to in [9]
and [10]. These studies concerning phase-only methods similarly evaluated the ambiguity resolution
performance with simulation data and indicated that the phase-only methods with triple-frequency
data can effectively improve the ambiguity-resolution performance.

The BeiDou System (BDS) of China is officially operational in the Asia-Pacific regions [11,12]
and transmits triple-frequency phase and code measurements (B1, B2, and B3) [13]. Studies about
BDS triple-frequency medium or long baseline computation in recent years have indicated that
triple-frequency measurements can be beneficial to the performance of ambiguity resolution.
For instance, Tang et al. [14,15] analyzed the performance of instantaneous ambiguity resolution for the
geometry-based and geometry-free triple-frequency carrier ambiguity resolution (TCAR), respectively.
Comparisons of the performance of the geometry-based and the geometry-free TCAR were further
made by Zhang and He [16]. The instantaneous ambiguity resolution and positioning accuracy with
wide-lane (WL) combinations was discussed by He et al. [17]. The performance of real-time kinematic
positioning with an ambiguity partially-fixing technique was assessed by Li et al. [18]. However,
the current methods of BDS triple-frequency medium- or long-baseline computation are affected by
code multipath since all of them incorporate code measurements.

Fully eliminating the code multipath has potential for further improving the BDS triple-frequency
ambiguity-resolution performance. Therefore, this study attempts to accomplish BDS triple-frequency
phase-only ambiguity resolution. In the GPS phase-only method [8], an optimal IR combination is used
to produce a phase range as a substitute for the code measurement [8,9]. However, such an optimal IR
combination does not exist for the three frequencies of BDS. For this reason, in this study we propose
a modified phase-only method for BDS ambiguity resolution and collect real BDS triple-frequency
measurements for performance analysis. The experimental results are produced with the phase-only
method and a generalized phase-code method, and the improvements in ambiguity-resolution
performance by excluding the code measurement are evaluated.

2. BeiDou System (BDS) Triple-Frequency Double-Differenced (DD) Linear Combinations

DD measurements are independent of satellite clock errors, receiver clock errors, and hardware
delays. We present the observation equation of the GNSS DD triple-frequency phase and code
measurements for BDS as follows [19]:

∆∇Φi = ∆∇ρ + ∆∇T + λi · ∆∇Ni −
f 2
1

f 2
i
· ∆∇I + ε∆∇Φi (1)

∆∇Pi = ∆∇ρ + ∆∇T +
f 2
1

f 2
i
· ∆∇I + ε∆∇Pi (2)

where subscript i equals 1, 2, or 3 and refers to the three frequencies associated with BDS (Table 1).
The symbol ∆∇represents the DD operator, Φ is the phase measurement, P is the code measurement,
f is the frequency, ρ is the geometric distance between the satellite and the receiver, I is the ionospheric
delay of frequency B1, T is the tropospheric delay, N is the integer ambiguity, λ is the wavelength,
and ε is the measurement noise plus multipath effect.
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Table 1. Triple-frequency signals of the BeiDou System (BDS).

Subscript Signal Frequency (MHz)

1 B1 1561.098
2 B2 1207.140
3 B3 1268.520

The technique of combining triple-frequency DD measurements linearly is useful in mitigating
atmospheric delays, and has been widely used to improve ambiguity resolution [9,20]. The general
form of the linear combination for the phase and code measurement is given as follows [19]:

∆∇Φ(i,j,k) =
i · f1∆∇Φ1 + j · f2∆∇Φ2 + k · f3∆∇Φ3

i · f1 + j · f2 + k · f3
(3)

∆∇P(l,m,n) =
l · f1∆∇P1 + m · f2∆∇P2 + n · f3∆∇P3

l · f1 + m · f2 + n · f3
(4)

where i, j, k, l, m, and n are predefined integer coefficients. The observation equations of the combined
measurements are shown as follows:

∆∇Φ(i,j,k) = ∆∇ρ− β(i,j,k) · ∆∇I + ∆∇T + λ(i,j,k) · ∆∇N(i,j,k) + ε∆∇Φ(i,j,k)
(5)

∆∇P(l,m,n) = ∆∇ρ + β(l,m,n) · ∆∇I + ∆∇T + ε∆∇P(l,m,n)
(6)

The synthetic wavelength is:

λ(i,j,k) =
c

i · f1 + j · f2 + k · f3
(7)

where c is the speed of light. The combined integer ambiguity is,

∆∇N(i,j,k) = i · ∆∇N1 + j · ∆∇N2 + k · ∆∇N3 (8)

The amplifying factors of the first-order ionospheric delays for the combined phase and code
measurements are given as:

β(i,j,k) =
f 2
1 · (i/ f1 + j/ f2 + k/ f3)

i · f1 + j · f2 + k · f3
(9)

β(l,m,n) =
f 2
1 · (l/ f1 + m/ f2 + n/ f3)

l · f1 + m · f2 + n · f3
(10)

The variances of the combined phase and code measurements can be derived from the error
propagation theorem [19], expressed as:

σ2
∆∇Φ(i,j,k)

=
(i · f1)

2 + (j · f2)
2 + (k · f3)

2

(i · f1 + j · f2 + k · f3)
2 · σ2

∆∇Φ = A2
(i,j,k) · σ

2
∆∇Φ (11)

σ2
∆∇P(l,m,n)

=
(l · f1)

2 + (m · f2)
2 + (n · f3)

2

(l · f1 + m · f2 + n · f3)
2 · σ2

∆∇P = A2
(l,m,n) · σ

2
∆∇P (12)

where A(i,j,k) and A(l,m,n) are the noise-amplifying factors of the phase and code
measurements, respectively. It is assumed that the variances of DD triple-frequency phase
measurements are σ2

∆∇Φ1
= σ2

∆∇Φ2
= σ2

∆∇Φ3
= σ2

∆∇Φ, and the variances of code measurements are
σ2

∆∇P1
= σ2

∆∇P2
= σ2

∆∇P3
= σ2

∆∇P.
Table 2 lists the linear combinations used in this study. These combinations comprise IF, IR, WL,

extra wide-lane (EWL) and HMW (Hatch–Melbourne–Wuebbena) combinations. The IF combination is
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used to eliminate the first-order ionospheric delay. The IR combination has a magnified wavelength but
suffers from reduced ionospheric delays. The WL and EWL combinations are characterized similarly
by a very long wavelength and relatively small noise. The detailed information of IF, IR, WL and
EWL combinations can be found in [20]. The HMW combinations are functions of the phase and
code measurements, and are independent of the satellite geometry, tropospheric delay and first-order
ionospheric delay [20,21].

Table 2. The ionospheric-free (IF), wide-lane (WL), extra wide-lane (EWL) and Hatch–Melbourne–
Wuebbena (HMW) combinations for BDS (assuming σ∆∇Φ = 6 mm and σ∆∇P = 60 cm) [19–21].

Name Symbol Combination Sigma (m) Ion. Delay Amplifying Factor Synthetic Wavelength (m)

∆∇Φ(i,j,k) A(i,j,k) · σ∆∇Φ β(i,j,k) λ(i,j,k)

Phase IF
∆∇ΦIF1 ∆∇Φ(763,−590,0) 0.017 0 0.0006
∆∇ΦIF2 ∆∇Φ(763,0,−620) 0.021 0 0.0007

IR
∆∇ΦIR1 ∆∇Φ(1 ,4,−5) 1.035 0.6521 6.3707
∆∇ΦIR2 ∆∇Φ(3,11,−14) 0.671 −0.0278 1.480

WL
∆∇ΦWL1 ∆∇Φ(1,−1,0) 0.033 −1.293 0.8470
∆∇ΦWL2 ∆∇Φ(1,0,−1) 0.041 −1.231 1.0247

EWL ∆∇ΦEWL ∆∇Φ(0,−1,1) 0.0171 −1.592 4.8842

∆∇P(l,m,n) A(l,m,n) · σ∆∇P β(l,m,n)

Code IF
∆∇PIF1 ∆∇P(763,−590,0) 1.738 0
∆∇PIF2 ∆∇P(763,0,−620) 2.117 0

∆∇Φ(i,j,k) −
∆∇P(l,m,n)

√
A2
(i,j,k) · σ

2
∆∇Φ + A2

(l,m,n) · σ
2
∆∇P β(i,j,k) − β(l,m,n) λ(i,j,k)

HMW
∆∇WHMW1

∆∇Φ(1,−1,0) −
∆∇P(1,1,0)

0.428 0 0.8470

∆∇WHMW2
∆∇Φ(1,0,−1) −

∆∇P(1,0,1)
0.427 0 1.0247

3. Methods

The generalized phase-code method is introduced first. The phase-code method has been
commonly applied to ambiguity resolution over medium and long baselines. Then, we introduce the
proposed phase-only method that can achieve triple-frequency ambiguity resolution without the effect
of code multipath.

3.1. Generalized Phase-Code Method

The method eliminates ionospheric delays using the IF linear combinations and adopts a relative
zenith tropospheric delay parameter (RZTD) with the Niell mapping function [22] to absorb the effect
of tropospheric delays. When s DD pairs are available, the linearized observation model is defined as
follows:

L =
[

B A
]
·
[

b
a

]
+ ε, D(L) = QLL (13)

where L and ε are the observation and noise vectors, respectively. D(·) denotes the dispersion operation.
The variance-covariance matrix of the observation vector L is QLL. The parameter vector comprises
the three baseline components and the parameter of relative zenith tropospheric delay, given as:

b =
[

dx dy dz RZTD
]T

(14)

and the parameter vector of triple-frequency DD integer phase ambiguities is,

a =
[

∆∇N1
B1 ∆∇N1

B2 ∆∇N1
B3 · · · ∆∇Ns

B1 ∆∇Ns
B2 ∆∇Ns

B3

]T
(15)
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The symbols B and A are design matrices that correspond to vectors b and a, respectively.
The observation vector L is composed of the IF phase combinations, the HMW combinations,

and the IF code combinations. The observation vector can be expressed as:

L =
[

lIF lHMW lPIF

]T
(16)

and,

lIF =
[

∆∇Φ1
IF1 ∆∇Φ1

IF2 · · · ∆∇Φs
IF1 ∆∇Φs

IF2

]T
(17)

lHMW =
[

∆∇W1
HMW1 ∆∇W1

HMW2 · · · ∆∇Ws
HMW1 ∆∇Ws

HMW2

]T
(18)

lPIF =
[

∆∇P1
IF1 ∆∇P1

IF2 · · · ∆∇Ps
IF1 ∆∇Ps

IF2

]T
(19)

The combinations, lIF, lHMW and lPIF, are linear functions of the triple-frequency measurements
and correlated in the variance–covariance matrix of the observation vector. Therefore, the law of
variance–covariance propagation is adopted to obtain the correlated variance–covariance matrix.

After the least-squares adjustment, the real-valued ambiguities â, the estimated b̂, and the
associated variance–covariance matrix constitute the float solution, as follows:[

â
b̂

]
∼ N

( [
a
b

]
,

[
Qââ Qâb̂
Qb̂â Qb̂b̂

] )
(20)

The estimated ambiguities â are subjected to the LAMBDA method [23] to recover the integer
values, denoted as

^
a . When the integer phase ambiguities have been found, they are used as constraints

in the observation model to obtain the centimeter-level fixed solution:

^
b = b̂−Qb̂âQ−1

ââ

(
â−^

a
)

(21)

The ratio test [24,25] is used to validate the resolved integer ambiguities
^
a :

U ≤
(â−^

a s)
T

Q−1
ââ (â−

^
a s)

(â−^
a )

T
Q−1

ââ (â−
^
a )

(22)

where
^
a s represents the integer phase ambiguities of the fixed solution with the second-smallest

sum-of-squares. The symbol U represents the threshold for the ratio test value. Smaller thresholds
sometimes lead to the acceptance of incorrectly fixed integer ambiguities, causing ambiguity failure;
on the other hand, larger thresholds can avoid the ambiguity being incorrectly fixed but sometimes
unnecessarily reject correctly fixed inter ambiguities, causing ambiguity false alarms [26]. The size of
the threshold is commonly given from 2 to 3 [20,26].

Since the state of the parameter vector b often changes with time, e.g., a moving rover station and
the time-varying relative zenith tropospheric delay, we need to consider the variation in b between
adjacent epochs. In this study, the Kalman filter is used to model the variation in b between adjacent
epochs with a transition matrix and system process noise [20,27]. Taking into account the case of
kinematic positioning, we regard the transition matrix as an identity matrix and assume the baseline
components to be independent from one epoch to another. As most of the relative zenith tropospheric
delays can be removed with an empirical correction model such as the modified Hopfield model [28],
we treat the remaining fractional delay from one epoch to another as a random walk model [29,30].
The multipath effects are included in the noise vector ε and treated as random errors.
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3.2. Modified Phase-Only Method

As stated previously, the GPS phase-only method [8] possesses an optimal IR combination.
However, in the case of BDS, such an optimal IR combination does not exist in the IR combinations
rigorously and comprehensively derived in [20]. This is because the frequency allocation of BDS is
different from that of GPS. As a result, we have to design a modified phase-only method for BDS
ambiguity resolution. The modified method maneuvers two specific IR combinations and is described
as follows.

3.2.1. Determination of the Phase Range

The two specific IR combinations are ∆∇ΦIR1 and ∆∇ΦIR2 in Table 2, respectively. The first
combination ∆∇ΦIR1 has a very long wavelength (6.3707 m) as well as a relatively small noise level
(1.035/6.3707 = 0.16 cycles), but only reduces the DD ionospheric delay by 100% − 65.21% = 34.79%.
Given that the DD ionospheric delay is distance-dependent, ∆∇ΦIR1 is generally applicable to medium
baselines, e.g., <100 km. On the other hand, the second combination ∆∇ΦIR2 significantly reduces
the DD ionospheric delay by 100% − 2.78% = 97.22%, and hence can be applied to long baselines.
However, the noise level for ∆∇ΦIR2 is nearly half a cycle (0.671/1.480 = 0.45 cycles).

We proceed by using an ionospheric-reduced model, based on either ∆∇ΦIR1 or ∆∇ΦIR2,
to determine the phase range. The ionospheric-reduced model can efficiently resolve the integer
ambiguities when the reduced DD ionospheric delay and the noise level are small enough. For s DD
pairs, the linearized observation equation is defined as:

lu =
[

B1 A u

]
·
[

b
au

]
+ εlu (23)

where the observation vector lu is,

lu =
[

∆∇Φ1
u · · · ∆∇Φs

u

]T
(24)

and the parameter vector of DD integer IR ambiguities is,

au =
[

∆∇N1
u · · · ∆∇Ns

u

]T
(25)

The subscript u refers to IR1 or IR2. The symbols B1 and Au are the design matrices corresponding
to b and au. The noise vector of lu is εlu . At least two epochs are necessary for the observation equation
to achieve the real-valued ambiguities âu and the estimated b̂ because the observation equation with
single-epoch data does not have any measurement redundancy number.[

âu

b̂

]
∼ N

( [
au

b

]
,

[
Qâuâu Qâub̂
Qb̂âu

Qb̂b̂

] )
(26)

After the float solution is obtained, the LAMBDA method is used to recover the integer ambiguities,
denoted as

^
a u. We again use the ratio test in Equation (22) for validating

^
a u:

UIR ≤
(âu −

^
a u,s)

T
Q−1

âuâu
(âu −

^
a u,s)

(âu −
^
a u)

T
Q−1

âuâu
(âu −

^
a u)

(27)

where
^
a u,s represents the DD integer IR phase ambiguities of the fixed solution with the

second-smallest sum-of-squares. The symbol UIR represents the threshold for the ratio test value.
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Given that ∆∇ΦIR1 has a very long wavelength and relatively small noise, the related
ionospheric-reduced model can pass the ratio test in Equation (27) in the Kalman filter with
a short initialization time if the DD ionospheric delay has indeed been sufficiently reduced in
∆∇ΦIR1. Otherwise, it is deemed that the DD ionospheric delay in ∆∇ΦIR1 is too large and
the ionospheric-reduced model of ∆∇ΦIR2 is used instead. The steps used for determining the
ionospheric-reduced model and the phase range are shown in Figure 1, the detailed procedure of the
modified phase-only method.

Once
^
a u is obtained, we can remove the integer ambiguity from the IR combination to obtain the

phase range as follows:

∆∇Φ̃u = ∆∇Φu − ∆∇Nu = ∆∇ρ + ∆∇T − βu · ∆∇I + ε∆∇Φu (28)
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3.2.2. Candidates of Wide-Lane (WL) Integer Ambiguities

We use the EWL combinations ∆∇ΦEWL and the phase ranges ∆∇Φ̃u to determine integer EWL
ambiguities. For s DD pairs, the linearized observation equation is expressed as:

lcom = [AEWL] · aEWL + εlcom (29)

where the observation vector is given as

lcom =
[

∆∇Φ1
EWL − ∆∇Φ̃1

u · · · ∆∇Φs
EWL − ∆∇Φ̃s

u

]T
(30)

and the parameter vector of DD integer EWL ambiguities is,

aEWL =
[

∆∇N1
EWL · · · ∆∇Ns

EWL

]T
(31)

The symbol AEWLis the design matrix corresponding to aEWL. The symbol εlEWL is the noise vector
of lcom. After the least-squares adjustment, we can obtain the vector of real-valued EWL ambiguities,
âEWL. Then, the vector of integer EWL ambiguities,

^
a EWL, is resolved by the LAMBDA method.
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From Equations (23)–(31), the phase-only method neglects the DD ionospheric delays and resolve
^
a EWL with a step-wise strategy. The similar strategy can be found in the typical TCAR method [10,31].
However, when the effect of DD ionospheric delay on

^
a EWL is too large to be neglected, i.e., the effect

is larger than half a cycle of λEWL, both the typical TCAR method and the phase-only method must
find ways to eliminate the effect on

^
a EWL. The typical TCAR method can be expanded with additional

ionosphere parameters to eliminate the effect, e.g., the integrated TCAR method proposed in [19];
however, the phase-only method cannot use additional ionosphere parameters because of the absence
of code measurements. As a result, potential candidates of

^
a EWL are produced by a distance-dependent

search range, as follows:

[âEWL(N)− R]round ≤
^
a EWL(N) ≤ [âEWL(N) + R]round (32)

where R is a given size of the search region in integer cycles and N indicates the N-th entry in
a vector. If there are s available satellites, then the number of candidates is (2 · R + 1)s. The size R is
designed to compensate for the effects of ionospheric delays on the measurement ∆∇ΦEWL − ∆∇Φ̃u,
as used in Equation (30). The ionospheric delays vary dramatically with ionospheric conditions and
ionosphere pierce points, and hence it is difficult to define a proper size of R to compensate for the
delays. An upper bound of size R, which can guarantee that the correct

^
a EWL is inside the search

region, is pre-determined to overcome the problem. The upper bound is derived from the maximal
DD ionospheric delay, denoted as ∆∇Imax, given as:

Upper bound =

∣∣∣∣( (βEWL − βu) · ∆∇Imax

λEWL

)∣∣∣∣
round

(33)

The maximal delay ∆∇Imax was produced by using simulation medium earth orbit (MEO)
satellites and the IONosphere map EXchange format (IONEX) [32] of 29 October 2003, during which
a solar storm occurred and the maximum vertical total electron content was about 250 TECU. Detailed
information about ∆∇Imax can be found in [8]. The maximal delay can be given as a function
of distance,

∆∇Imax = 0.0295 · L + 0.005 (34)

where L is the distance in kilometers.
We assume that r candidates of

^
a EWL have been produced in the distance-dependent search range

with the upper bound, and we can compute the candidates of the vectors of integer WL ambiguities.
For

^
a IR1, they are given as:

^
a WL,I =

[ ^
a WL1,I
^
a WL2,I

]
=

[ ^
a IR1 + 5 ·^a EWL,I
^
a IR1 + 4 ·^a EWL,I

]
(35)

For
^
a IR2, they are given as:

^
a WL,I =

[ ^
a WL1,I
^
a WL2,I

]
=

 ^
a IR2+14·^a EWL,I

3
^
a IR2+11·^a EWL,I

3

 (36)

where the subscript I = 1, 2, · · · , r.

3.2.3. Resolving Triple-Frequency DD Integer-Phase Ambiguities

Once the candidates of
^
a WL,I have been obtained, we resolve the triple-frequency DD integer

phase ambiguities. We use the first candidate
^
a WL,1 as a constraint to incorporate with the IF phase

linear combination to resolve the first float solution, then use the second candidate
^
a WL,2 to resolve
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the second float solution, and so on. In total, we can resolve r float solutions and these r linearized
observation models are defined as:

lIF =
[

B2 A2

]
·
[

bI

aI

]
+ εlIF , D(lIF) = QIF (37)

with the constraint,
^
a WL,I = H · aI (38)

where the subscript I = 1, 2, · · · , r, and the symbols B2 and A2 are the design matrices that correspond
to vectors b and a, and the symbol H is the 2s× 3s design matrix of the constraint vector.

After the least-squares adjustment, the r float solutions are computed as:[
âI

b̂I

]
∼ N

( [
a + ∆aI

b + ∆bI

]
,

[
QâIâI

QâIb̂I

QâIb̂I
Qb̂Ib̂I

] )
(39)

The biases ∆aI and ∆bI are caused by incorrect
^
a WL. For the r float solutions, the associated

real-valued solutions of ambiguities, âI, are processed with the LAMBDA method to find the integer
solutions of ambiguities,

^
a I. Then, the r fixed solutions can be computed as:

^
b I = b̂I −Qb̂IâI

Q−1
âIâI

(
âI −

^
a I

)
(40)

Among the r fixed solutions, the solution with the smallest sum-of-squares is chosen, and its
corresponding ratio test value is validated by using Equation (22). The detailed procedure for the
determination of the phase range, candidates of WL integer ambiguities, and triple-frequency DD
integer phase ambiguities is shown in Figure 1.

4. Experimental Analyses

The phase-only and phase-code methods were tested with BDS triple-frequency data. The results
of the two methods were compared for ambiguity-resolution performance. The effect of code multipath
on ambiguity resolution is discussed, and then the factors affecting the phase-only method and the
success percentage of the two methods are elaborated.

The test baselines were 37 km and 256 km in length with stations located in a mid-low latitude
region of southern Taiwan (longitude: 120–121◦, latitude: 22–23◦). The base station is situated on
an open-sky rooftop. The unknown static stations were set up on roadsides, and hence their signals
were influenced and reflected by surrounding buildings. The BDS triple-frequency measurements
of the two baselines were collected using the Trimble NetR9 receivers under active ionospheric
conditions near noon and afternoon. We used cutoff angles of 15◦ and 40◦ to represent normal and
constrained environments, respectively. The number of available satellites over the two baselines
is shown in Figure 2. The phase and code noises are represented by the difference of the IF linear
combinations (DIF). Code DIF is represented as ∆∇PIF1 − ∆∇PIF2, and phase DIF is represented as
∆∇ΦIF1 − ∆∇ΦIF2 after the integer ambiguities on ∆∇ΦIF1 and ∆∇ΦIF2 have been correctly removed.
The DIF can eliminate the geometric term, ionospheric delay, and tropospheric delays, and thus it only
reflects a weighted sum of triple-frequency DD noise [12]. We computed the DIF values of all DD pairs
for all epochs over each baseline and then computed the root mean square (RMS) of the DIF values.
Details of the two baselines are shown in Table 3. The strategy of handling measurement errors in
the experiments is listed in Table 4. In this analysis, the true values of positioning results and integer
ambiguity sets for the two baselines are obtained by static processing of the 2.5 h observation period.
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Table 3. Information of the 37 km and 256 km test baselines.

Baseline Obs. Period
(Local Time) Sampling Interval Cutoff Angle RMS of

Phase DIF
RMS of

Code DIF

37 km
10:30–13:00,

23 October 2015
1 s

15◦ 0.0054 m 0.75 m
40◦ 0.0036 m 0.65 m

256 km
13:00–15:30,
1 April 2017 1 s

15◦ 0.0046 m 0.69 m
40◦ 0.0030 m 0.57 m

Table 4. Processing strategy for measurement errors.

Measurement Errors Processing Strategy

Orbital errors Reduced with double-differenced (DD) technique (precise ephemeris obtained
from International GNSS Service (IGS) Multi-GNSS experiment (MGEX) [33])

Sat. and rec. clock errors Eliminated with DD technique

Ionospheric delays Eliminated by linear combinations

Tropospheric delays Reduced by DD technique and estimating an additional relative zenith tropospheric
delay parameter (RZTD) parameter with the Niell mapping function [22]

Inter-satellite-type bias Homogenous receivers (Trimble R9) [34]

Observation weighting σ∆∇P = 60 cm, σ∆∇Φ = 6 mm (given with typical level) [35]

After the distance-dependent errors, namely the DD atmospheric delays and orbital errors,
are reduced by the processing strategy in Table 4, the number and distribution of visible satellites,
i.e., satellite geometry, and measurement noises including multipath are the major factors affecting
ambiguity resolution [36–38]. To reflect the influence of code noise on ambiguity resolution, we need to
select some test sessions whose code noises are visibly different. Similarly, in order to understand the
effects of phase noise and satellite geometry, we need to select some test sessions whose phase noises
are different, and some test sessions whose satellite geometries are different. These sessions were
chosen from the 2.5 h observation period, as listed in Table 5. For each session, the DIF values of all DD
pairs for all epochs were computed and the related RMS value is listed in Table 5. In addition, we put
the mean positional dilution of precision (PDOP) values in Table 5 to show the satellite geometry over
these sessions. Sessions 1–5 refer to the 37 km baseline, and sessions 6–10 refer to the 256 km baseline.
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Table 5. Information of test sessions 1–10.

Baseline Session No. Obs. Period
(Local Time) Cutoff Angle No. of Sat. RMS of

Phase DIF
RMS of

Code DIF
Mean Positional Dilution

of Precision (PDOP)

37 km

1 12:27–12:30 40◦ 7 0.003 m 0.54 m 4.1
2 12:12–12:15 40◦ 7 0.003 m 1.051 m 4.5
3 11:32–11:35 15◦ 10 0.004 m 0.60 m 2.4
4 11:38–11:41 15◦ 10 0.006 m 0.64 m 2.4
5 11:40–11:43 40◦ 7 0.004 m 0.60 m 3.2

256 km

6 15:22–15:30 15◦ 10 0.005 m 0.64 m 1.4
7 13:48–13:56 15◦ 10 0.005 m 0.80 m 1.4
8 14:48–15:18 15◦ 10 0.004 m 0.64 m 1.4
9 13:05–13:35 15◦ 10 0.006 m 0.70 m 1.3

10 13:00–13:30 40◦ 6 0.004 m 0.60 m 3.9

4.1. Effect of Code Multipath

To investigate the effect of code multipath on ambiguity resolution, in this section we processed
sessions 1 and 2 with the phase-code and phase-only methods for the 37 km baseline since the two
sessions had similar RMS of phase DIF, and similar mean PDOP, but different RMS of code DIF. For the
same reason, we processed sessions 6 and 7 for the 256 km baseline. We smoothed out the random
errors on the code DIF values of the four sessions with the Gaussian low-pass filter [39] to obtain the
code multipath signals. The smoothed code multipath signals of the sessions 1and 2 are illustrated in
Figure 3, and those of the sessions 6 and 7 are in Figure 4.
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Figures 3 and 4 reveal that the code multipath is present, as the smoothed code DIF values are
visibly correlated in time. Furthermore, the maximum absolute value of the code multipath in session
2 is larger than that in session 1 over the 37 km baseline. Similarly, the maximum absolute value of the
code multipath in session 7 is larger than that in session 6 over the 256 km baseline. We computed
the time-to-first-fix (TTFF) for the above four sessions. The TTFF is the first epoch time that the
accumulated ratio test value is larger than or equal to a given threshold, on the premise that the
resolved integer ambiguities are the same as the true values of integer ambiguities.

The TTFF values of sessions 1, 2, 6, and 7 are listed in Table 6. Over the 37 km baseline,
the phase-code method achieved the ambiguity resolution in 5 s in session 1 which had a smaller code
multipath, and completed the ambiguity resolution in 96 s in session 2, whose code multipath was
larger. In contrast, the phase-only method only needed 2 s to complete the ambiguity resolution in both
sessions. Over the 256 km baseline, the phase-code method achieved the ambiguity resolution in 187 s
in session 6 which had a smaller code multipath, and needed 342 s to complete the ambiguity resolution
in session 7 whose code multipath was larger. On the other hand, the phase-only method only needed
109 s and 127 s in the two sessions, respectively. This shows that the phase-only method completes
ambiguity resolution faster than the phase-code method, particularly when the code multipath is large.

Table 6. Time-to-first-fix (TTFF) values at threshold U = 2 for sessions 1, 2, 6, and 7.

Baseline 37 km 256 km

Session No. 1 2 6 7
Phase-code method 5 s 96 s 187 s 342 s
Phase-only method 2 s 2 s 109 s 127 s

4.2. Effects of Phase Noise and Satellite Geometry

The factors affecting the phase-only ambiguity resolution are discussed in this section. Given
that the phase-only method is free of code noise, we evaluated the effects of phase noise and satellite
geometry. We processed sessions 3–5 for the 37 km baseline, and sessions 8–10 for the 256 km baseline
with the phase-code and phase-only methods. The accumulated ratio test values of sessions 3–5 and of
sessions 8–10 are shown in Figures 5 and 6, respectively.Remote Sens. 2018, 10, x FOR PEER REVIEW  13 of 18 
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For the results of the 37 km baseline in Figure 5, we can compare the accumulated ratio test
values of session 3 with those of session 4 to investigate the effect of phase noise since the two sessions
have different RMS of phase DIF but similar RMS of code DIF and mean PDOP. The comparison
shows that the phase-only method generally produces higher ratio test values than the phase-code
method, but the improvement in session 4 is less significant than in session 3. The reason is that
the RMS of phase DIF in session 4 (0.006 m) is obviously larger than that in session 3 (0.004 m).
This indicates that the improvement of the phase-only method is limited by large phase noise. We then
compare the accumulated ratio test values of session 3 with session 5 to investigate the effect of
satellite geometry since the two sessions have different mean PDOP but similar RMS of phase DIF
and RMS of code DIF. The comparison shows that the improvement in ratio test values in session 5 is
less significant than in session 3, as a result of the poorer mean PDOP in session 5 (3.2) than that in
session 3 (2.4). This indicates that the improvement of the phase-only method is also impaired by poor
satellite geometry.

In a similar way, for the results of the 256 km baseline in Figure 6, we can compare session 8 with
session 9 to reflect the effect of phase noise, and compare session 8 with session 10 to reflect the effect
of satellite geometry. The comparisons again indicate that the phase-only method generally produces
higher ratio test values than the phase-code method, but the improvement is impaired by large phase
noise and poor satellite geometry.

4.3. Success Percentage

In this section, we use success percentage to represent the performance of ambiguity resolution
within a 3-min initialization time. The filter was initialized every 3 min and 50 test sessions were
conducted during the whole 2.5 h observation period. Then, the success percentage was computed
as follows:

Success percentage =
Number of successful test sessions

Number of total test sessions
× 100 (%) (41)

where a successful test session has to achieve the TTFF.
Figure 7 displays the success percentages over the 37 km and 256 km baselines with commonly

used ratio test thresholds (U = 2, 2.5, 3) [20,26]. Figure 7a,c show that the success percentages at
cutoff angle = 15◦ (representing a normal environment) decrease noticeably when the threshold is
increased from 2 to 3 for both methods. Figure 7b,d also show that the success percentages at cutoff
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angle = 40◦ (representing a constrained environment) decrease with increased thresholds for both
methods. The reason is that, as previously stated, larger thresholds can avoid the ambiguity being
incorrectly fixed but unnecessarily reject correctly fixed integer ambiguities. In all four figures, the
phase-only method produces higher success percentages than the phase-code method with commonly
used ratio test thresholds.
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5. A Demonstration in an Environment with Obvious Multipath Effects

In this section, we demonstrate the performance of the phase-only method in an environment
with obvious multipath effects. We situated an unknown static station near reflective metal surfaces to
collect BDS triple-frequency measurements contaminated by multipath. The surrounding environment
of the unknown station is shown in Figure 8, where the metal surfaces are enclosed with red lines.
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The experimental data was collected during 12:42–12:52 (local time) and the baseline length was
17 km. The smoothed code multipath signals are illustrated in Figure 9, where the maximum absolute
value reaches 3.54 m.
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At threshold U = 2, the TTFF value for the phase-code method is 466 s; while it is only 2 s for the
phase-only method. The result shows that the phase-only method could be effective in improving
ambiguity resolution when stations are situated in environments with apparent multipath effects.

6. Discussion

As demonstrated in the experimental analyses, the code multipath has a major impact on
ambiguity resolution in conventional BDS phase-code methods. Because the code multipath on each
satellite is dependent on the instantaneous geometric relation between the satellite, the receiver antenna,
and the surrounding environment, it is very difficult (if not impossible) to handle rigorously by utilizing
the commonly used code noise-weighting strategies, such as the elevation-dependent weighting
function, the variance and covariance components estimation [40], and the related ray-tracing
techniques [41,42]. In contrast, the proposed BDS phase-only method does not need to consider
the weighting of code noise at all. That is to say, the phase-only method is able to achieve ambiguity
resolution completely free of the influence of code multipath. What is more, in the future we can
combine BDS with other triple-frequency code-division multiple access (CDMA) satellite navigation
systems, such as GPS and Galileo, to further improve the phase-only ambiguity-resolution performance
since better satellite geometry is critical to phase-only ambiguity resolution.

7. Conclusions

Conventional triple-frequency baseline computation accomplishes the ambiguity resolution with
phase and code measurements. However, the computation is affected by the effect of multipath
on the code measurements. To completely avoid code multipath, this study proposes a modified
phase-only method for BDS ambiguity resolution. The phase-only method maneuvers two specific IR
combinations to determine the phase range and uses this to replace the code measurement. Given that
the phase-only method uses only BDS triple-frequency phase measurements, the effect of code noise,
including code multipath, can be excluded fully.

The phase-only method is compared with a generalized phase-code method to evaluate the
improvement in ambiguity resolution. Experimental results over medium and long baselines
indicate that phase-only ambiguity resolution is feasible and generally produces a better performance,
namely shorter TTFF and higher success percentages, than the phase-code ambiguity resolution.
However, the improvement is subject to the phase noise and satellite geometry. A demonstration in
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an obvious multipath environment shows that the phase-only method could effectively reduce the
TTFF from 466 s to 2 s.
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