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Abstract

:

A new methodology using a combination of debiased non-Bayesian retrieval, DINEOF (Data Interpolating Empirical Orthogonal Functions) and multifractal fusion has been used to obtain Soil Moisture and Ocean Salinity (SMOS) Sea Surface Salinity (SSS) fields over the North Atlantic Ocean and the Mediterranean Sea. The debiased non-Bayesian retrieval mitigates the systematic errors produced by the contamination of the land over the sea. In addition, this retrieval improves the coverage by means of multiyear statistical filtering criteria. This methodology allows obtaining SMOS SSS fields in the Mediterranean Sea. However, the resulting SSS suffers from a seasonal (and other time-dependent) bias. This time-dependent bias has been characterized by means of specific Empirical Orthogonal Functions (EOFs). Finally, high resolution Sea Surface Temperature (OSTIA SST) maps have been used for improving the spatial and temporal resolution of the SMOS SSS maps. The presented methodology practically reduces the error of the SMOS SSS in the Mediterranean Sea by half. As a result, the SSS dynamics described by the new SMOS maps in the Algerian Basin and the Balearic Front agrees with the one described by in situ SSS, and the mesoscale structures described by SMOS in the Alboran Sea and in the Gulf of Lion coincide with the ones described by the high resolution remotely-sensed SST images (AVHRR).
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1. Introduction


The Mediterranean Sea is a hot spot for climate change [1]. The water balance in the basin is characterized by an excess of evaporation over precipitation and river runoff, which is compensated by the entrance of fresher water from the Atlantic. This Atlantic water (AW), which spreads through the Mediterranean Sea, determines the surface circulation [2]. In the Algerian Basin, AW forms an unstable current that generates fresh-core coastal eddies that propagate downstream [3]. The eddy activity in the region enhances the mixing of the recently entered fresher AW with the saltier resident ones, strongly affecting the spatial distribution of salinity and, therefore, playing a major role in the surface circulation of the Mediterranean Sea ([4,5] and references therein).



Additionally, during winter, in the Northwestern Mediterranean, deep water convection occurs under the influence of dry and cold northerly winds. The result is the Western Mediterranean Deep Water, which contributes to the Mediterranean thermohaline circulation. The budget of salt involved in the Deep Water Formation (DWF) remains an open question (e.g., [6,7]), which is addressed by the HYMEX (HYdrological cycle in the Mediterranean EXperiment [8]) program [9].



Reliable estimates of budgets are indeed critically needed to improve the Mediterranean climate evolution simulations [10,11,12]. Finally, DWF also impacts the ecosystems: the associated winter vertical mixing is responsible for the nutrients enrichment of the surface layer, and therefore contributes to the following spring bloom ([13,14] and references therein).



In such a context, data from Soil Moisture and Ocean Salinity (SMOS) European Space Agency (ESA)’s mission [15,16,17] spanning more than eight years can help to gain a better understanding of the Sea Surface Salinity (SSS) dynamics in the Mediterranean Sea. Unfortunately, this critical area is strongly affected by Radio Frequency Interference (RFI) and systematic biases due to the coast contamination (also called Land-Sea Contamination, (LSC)). Both effects make it very difficult to retrieve SMOS SSS in these areas.



Recently, several studies have been presented showing that retrieving SMOS SSS in the Mediterranean is actually feasible. The first one [18] considers the domain North Atlantic Ocean and the Mediterranean Sea. They start from the official Level 2 Ocean Salinity (L2OS) product (version 550), and, by using DINEOF (Data Interpolating Empirical Orthogonal Functions), the authors reconstruct missing data using a truncated EOF basis. The methodology allows removing part of the biases (for example, the ones associated with the edge of the swath). However, the biases present near land masses (LSC), large scale biases and latitudinal biases are not corrected because they are persistent and retained in dominant EOFs.



In the second one [19], the probability of detecting and following eddies in the Algerian Basin from the SMOS SSS is computed. They also use the SMOS SSS to reconstruct currents in the basin. In this case, the SMOS SSS are retrieved from the Level 1 Brightness Temperature (TB) product (v620) following the methodology proposed in [20], which aims to mitigate the spatial systematic biases (such as the LSC). Furthermore, this methodology applies statistical filtering criteria, which allow for a better removal of those TB degraded by RFI. After that, they improve the spatial and temporal resolution of the products by using the multifractal vectorial fusion algorithm proposed in [21]. Despite the fact that the resulting SMOS SSS maps in the Mediterranean display coherent spatial structures (in comparison with other remotely sensed variables such as the sea surface temperature or height), the authors pointed out that some biases still remain in the Mediterranean when they compare with Argo floats.



The purpose of this work is to improve the quality of the SMOS SSS in the Mediterranean Sea by: (1) better retrieval and filtering of SMOS SSS [20]; (2) deletion of time-dependent residual biases by means of DINEOF [18], and (3) improvement of the spatial and temporal resolutions by use of multifractal fusion [21]. The structure of the work is the following: in Section 2, the different data sets used in our study are described. A brief description of the methodologies is presented in Section 3. The results are shown in Section 4. Finally, Section 5 includes the main findings and lists the prominent conclusions of our work.




2. Data Sets


2.1. Sea Surface Salinity SMOS Data


Three different SMOS data sets have been used in this study:




	
Level 1 B product: the input data for the computation of the product in this work is the Level 1 Brightness Temperature product (L1B v620). This product is the output of the image reconstruction of the SMOS measurements and consists of the Fourier components of brightness temperatures in the antenna polarization reference frame. The latency of the products is 6–8 h. The L1B TB product is distributed by the ESA and it is freely available in [22].



	
Objectively analyzed SMOS SSS maps provided by the Barcelona Expert Center: the global advanced debiased non-Bayesian L3 9-day SSS maps at    0.25 ×  0.25 ∘     available at [23] have been used for assessing the improvements of our proposed methodology at Level 3.



	
Level 4 SMOS SSS maps provided by the Barcelona Expert Center: The global L4 advanced SSS maps at    0.05 ×  0.05 ∘     available at [23] have been used also for assessing the proposed methodology at Level 4, after applying the multifractal fusion with the OSTIA SST maps.









2.2. Sea Surface Salinity In Situ Data


Three different sources of in situ SSS data have been used in this study:




	
Argo SSS: SSS data from Argo floats have been used in Section 3.2 for the characterization of the bias of the binned SMOS SSS products. After that, Argo data have been also compared with the resulting SMOS products in Section 4.1. The collocation of SMOS and Argo SSS has been performed as follows: we compare the uppermost SSS measurement provided by the Argo profile at the instant    t 0    with the SMOS SSS field given by the 9-day map (    t 0  ± 4    days). The Argo floats present errors on the conductivity records when measurements are done shallower than 0.5 m due to air bubbles. Therefore, those records are not considered for the analysis. Additionally, Argo SSS deeper than 10 m have not been considered in our study.



	
SSS time series from six moorings located in the Western Mediterranean have been considered as part of the independent validation process described in Section 4.2 (see their location in Figure 1):




	-

	
Four moorings are operated by Puertos del Estado ([24]): the moorings number 61,198, 61,417, 61,281 and 61,280.




	-

	
Two moorings are operated by SOCIB (Sistema de Observacion y prediccion Costero de las Islas Baleares): the moorings number 61,141 and 61,499. Data before 2016 have been collected from [25,26]. Data of 2016 have been collected directly from SOCIB website:




	∗

	
Data in the Ibiza chanel is provided at [27]




	∗

	
Data in the Palma Bahia is providad at [28]















The collocation between mooring and SMOS SSS has been computed as follows: we have only considered data flagged as “good-quality”. In addition, salinity values out of the range [36:39] PSU (Practical Salinity Units) have been removed from the comparison. A sliding averaging window of nine days has been applied to the mooring data in order to compare both data (satellite and mooring) in a more similar temporal scale. Therefore, the mooring acquisition at time    t 0   , which has been filtered with a centered 9-day window, has been compared with the SMOS SSS maps computed from the same 9-day period.



	
Data from the TRANSMED system thermosalinometer, ([29]) on board the MV Marfret Niolon [30] have been used in this study as independent source of data for validation in Section 4.3. Sea Surface Temperature (TRANSMED SST) and Sea Surface Salinity (TRANSMED SSS) are recorded underway at ∼3 m deep, during weekly trips between Marseilles, France, and Algeria. The data has been post-processed following water samples results and yearly recalibration of the thermosalinometers. In this case, the collocation strategy between satellite and in situ data is the same as the one used for the Argo comparison: the TRANSMED SSS acquired at time    t 0    has been compared with the SMOS SSS 9-day map with    t 0    the mid-day of the 9-day period. Each TRANSMED SSS measurement has been compared with the SMOS SSS corresponding to the cell     0.25 ∘  ×  0.25 ∘     (or     0.05 ∘  ×  0.05 ∘     in the case of L4) corresponding to the TRANSMED SSS location.









2.3. Sea Surface Temperature Data


Two different sources of Sea Surface Temperature have been used:




	
The     0.05 ∘  ×  0.05 ∘     daily Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA) product (see [31]) has been used for the generation of the SMOS SSS L4 products (hereafter OSTIA SST). The OSTIA system is part of the Group for High Resolution Sea Surface Temperature (GHRSST). Access to OSTIA data is available at [25]. The OSTIA output is a daily global coverage combined SST and sea-ice concentration product on a 1/20deg. grid, based on measurements from several satellite and in situ SST data sets. OSTIA uses SST data in the common format developed by GHRSST and makes use of the uncertainty estimates and auxiliary fields as part of the quality control and analysis procedure. Satellite derived sea ice products from the EUMETSAT Ocean and Sea Ice Satellite application Facility (OSI-SAF) provide sea-ice concentration and edge data to the analysis system. After quality control of the SST observations, a bias correction is performed using ATSR-2/AATSR data as a key component. To provide the final SST analysis, a multi-scale optimal interpolation (OI) is performed using the previous analysis as the basis for a first guess field.



	
Images of Brightness Temperature (Advances Very High Resolution Radiometer (AVHRR) channel 4) from satellites National Atmospheric and Oceanic Administration (NOAA) / AVHRR sensors at    1 × 1    km have been used in Section 4.4 as reference data set in a qualitative assessment of the resulting spatial structures of the SMOS SSS products. Brightness temperature images (hereafter AVHRR images) are produced by the SATMOS (CNRS INSU/MeteoFrance) at the CMS Lannion from NOAA/AVHRR images, and processed at MIO (Available online: [32] (accessed on 19 March 2018)), (see [33]). Brightness Temperatures are relative temperatures, and the color scale is stretched to enhance the structures. These images do not include any compositing, and hence provide the best visualisation of the structures. As a result, the color scale is not relevant and it will not be included.










3. Methods


This section summarizes the steps realized to obtain fields of SSS over the North Atlantic Ocean and the Mediterranean Sea using a combination of a debiased non-Bayesian retrieval, DINEOF and multifractal fusion. The starting point of our study is the Level 1 Brightness Temperatures (L1B v620) product provided by the ESA.



3.1. Debiased Non-Bayesian Retrieval of SSS


The retrieval of SSS from SMOS TB is quite challenging in areas affected by the presence of systematic biases such as LSC or RFI. The standard retrieval scheme is based on a Bayesian approach, which is based in a Maximum Likelihood Estimator of the geophysical parameters obtained by assuming that the errors on TBs are independent and Gaussian-distributed, a hypothesis that poorly adapts to real conditions in the Mediterranean Sea and precludes obtaining quality retrievals in that region. A different approach is provided by the non-Bayesian approach [20,34], in which no hypothesis about the distribution or the correlation of the errors is made. Thus, each single TB measurement is used to derive a noisy estimate of SSS. In [20], these retrievals are later classified according to their geographical (latitude/longitude coordinates) and orbital characteristics (position in the antenna, overpass direction) to correct common biases. This classification allows to define a SMOS-based climatology for each acquisition condition which allows removing systematic biases and also defining proper filtering criteria (based on the statistical properties of each class of salinities), which allow discarding those measurements with a deviation from the reference value that cannot be explained by the radiometric variability. Therefore, SMOS-based anomalies are computed by subtracting their corresponding SMOS-based climatology to each retrieval. The debiased SSS field is obtained when an annual SSS reference (the annual World Ocean Atlas 2013 SSS at    0.25 ×  0.25 ∘     ([35]) is considered) is added to the SMOS-based anomalies. For each satellite overpass, at every point (i.e., each dwell line), the corrected measurements are thus averaged together to obtain a non-Bayesian L2 SSS. Contrary to the Bayesian approach, in which either the full dwell line is accounted for or discarded, the non-Bayesian approach allows using parts of a dwell line less affected by artifacts, once corrected for systematic biases. The non-Bayesian method allows therefore to retrieve SSS values in the Mediterranean sea.



We have used this methodology for the retrieval of debiased SMOS SSS. Daily 9-day maps of SMOS SSS have been generated by averaging those debiased SMOS SSS in a rectangular grid of    0.25 ×  0.25 ∘    . After applying the debiased methodology, the SMOS SSS product still contains residual time-dependent biases. In [20], the mitigation of the time-dependent biases is done by means of the removal of the mean value of the SMOS-based anomaly of each 9-day map. This time-dependent bias correction provides quite accurate global maps (as shown in [20]). However, in some specific more challenging regions, such as the Mediterranean Sea, some residual time-dependent biases still remain (as observed in [19]). In this work, we propose a different approach. We have not applied this time correction to our 9-day maps, but we try to remove the residual biases by means of Data Interpolating Empirical Orthogonal Functions.




3.2. Mitigation of Time-Dependent Biases: Removal of EOFs from the DINEOF Basis


DINEOF ([36,37]) has been used to analyze the L3 SSS binned fields obtained using the debiased non-Bayesian approach detailed in Section 3.1. DINEOF is a technique to reconstruct missing data and reduce noise in geophysical data sets using an EOF basis. The most dominant EOFs, calculated iteratively to overcome the presence of missing data, are used to infer the missing information. As the amount of missing data in the 9-day L3 binned SSS data set used in this work is very low (5.3%), the main aim of the use of DINEOF with these data is to reduce noise and remove non-physical patterns. A filter has been applied to the covariance matrix, following [38]. This filter allows for ensuring a smooth transition between subsequent images, by providing information on the time step between them, which is otherwise not considered in the EOF decomposition. The filter length is of 1.98 days.



DINEOF has been successfully used with several variables and domains. Among others, Ref. [39] used sea surface temperature, chlorophyll-a and winds in a multivariate approach over the Gulf of Mexico, Ref. [40] analyzed total suspended matter in the North Sea, Ref. [41] reconstructed turbidity in the North Sea from a geostationary satellite, and, more recently, Ref. [18] worked with SSS from SMOS in the North Atlantic Ocean and the Mediterranean Sea.



Six years (2011–2016) of 9-day binned L3 SMOS SSS maps at     0.25 ∘  ×  0.25 ∘     have been decomposed into 30 EOFs. Our spatial domain contains part of the North Atlantic Ocean and the full Mediterranean Sea. Let us call our spatial domain    Ω =  [  26 ∘  ,  50 ∘  ]  N ×  [  50 ∘  W ,  38 ∘  E ]    . Thus, the initial binned SMOS SSS (   S S  S  b i n    ( t , φ , λ )    ) has been approximated by:


   S S  S  b i n    ( t , φ , λ )  ≈ S S  S  m e a n    ( t , φ , λ )  +  ∑  i = 1  30  s  ( i )  ∗ v  ( t , i )  ∗ u  ( φ , λ , i )  ,   



(1)




where    φ , λ    represent the latitude and longitude, respectively, t represents the time variable,    v ( t , i )    is the time-dependent part of the EOF decomposition,    u ( φ , λ , i )    is the spatial-dependent part of the EOF decomposition and    s ( i )    are the singularity values. For the same time period (2011–2016), we have collocated Argo float SSS data with the SMOS SSS maps (as described in Section 2.2). Then, at every day,    t 0   , we have a set of locations with Argo and SMOS SSS. Let us call    Θ (  t 0  ) ⊂ Ω    the set of locations where Argo and SMOS SSS have acquisitions at time    t 0   . We define the following time series:


    ϵ 0   ( t )  =  ∑  φ , λ ∈ Θ ( t )    S S  S  b i n    ( t , φ , λ )  − S S  S  A r g o    ( t , φ , λ )   .   



(2)







If we assume that Argo covers the domain uniformly, this time series shows the time-dependent bias of the SMOS SSS. In particular, we can approximate it by:


    ϵ 0   ( t )  ≈  ∑  φ , λ ∈ Θ ( t )     S S  S  m e a n    ( t , φ , λ )  +  ∑  i = 1  30  s  ( i )  ∗ v  ( t , i )  ∗ u  ( φ , λ , i )   − S S  S  A r g o    ( t , φ , λ )   .   



(3)







We want to remove the EOFs that describe the majority of the time-dependent bias. Thus, we compute the correlation between    ϵ ( t )    and each one of the 30 time series corresponding to:


    ω i   ( t )  =  ∑  φ , λ ∈ Θ ( t )   s  ( i )  ∗ v  ( t , i )  ∗ u  ( φ , λ , i )  ,   



(4)




such that each    ω i    corresponds to the contribution of the i-th EOF to the SMOS SSS at the collocated locations with Argo SSS. Therefore, the     ω i   ( t )     with the highest correlation with     ϵ 0   ( t )     will describe the highest part of the residual time-dependent bias of the initial SMOS SSS data. Let us call    i 0    the EOF that provides the highest correlation with     ϵ 0   ( t )    . We remove the EOF    i 0    from the initial approximation and redefine:


    ϵ 1   ( t )  =  ϵ 0   ( t )  −  ω  i 0    ( t )  .   



(5)







Then, we iterate the process. We compute the correlation of all the     ω i   ( t )     (except for     ω  i 0    ( t )    , which has been removed) with     ϵ 1   ( t )    . The     w i   ( t )     with the highest correlation will describe the highest part of the residual time-dependent bias. We iterate until the correlation is not significant, or when the residual     ϵ n   ( t )     is too small. In our case, as we are interested in the characterization and correction of the seasonal and other eventual time-dependent biases, we expect that the signal of this error will be concentrated in a few EOFs. The final selection of the number of EOFs to be removed has been done by considering the partial solutions obtained in each iteration (and shown in Table 1 and Figure 2). We explain it in more detail below.



In Table 1, the different iteration steps are shown. In the first step (first row), the mean value of the initial residual     ϵ 0   ( t )     is −0.07 PSU (fourth column) and the corresponding standard deviation (fifth column) is 0.23 PSU. The EOF that better correlates with    ϵ 0    is the EOF number 2 (second column) with a correlation value of 0.69 (third column). The first plot of Figure 2 shows the time evolution of     ϵ 0   ( t )     (green squares) and     ω 2   ( t )     (violet triangles). In the second row of Table 1, the results of the second iteration are shown: the mean value of the residual     ϵ 1   ( t )  =  ϵ 0   ( t )  −  ω 2   ( t )     and the corresponding standard deviation are −0.04 PSU and 0.17 PSU (respectively) (the fourth and fifth columns of the second row of Table 1). The EOF with the largest correlation with     ϵ 1   ( t )     is the EOF number 1. In this case, the correlation between     ω 1   ( t )     and     ϵ 1   ( t )     is 0.46. The second plot of Figure 2 shows the time evolution of     ϵ 1   ( t )     (green squares) and     ω 1   ( t )     (violet triangles)). In the third iteration, the mean value and standard deviation of the residual     ϵ 2   ( t )  =  ϵ 1   ( t )  −  ω 1   ( t )     are −0.03 PSU and 0.15 PSU (respectively). The EOF with the largest correlation (0.27) is the EOF number 6. The third plot of Figure 2 shows the time evolution of     ϵ 2   ( t )     and the     ω 6   ( t )    .



We have removed only these three EOFs. As observed in Table 1, from the third iteration onward (the table only includes the first 10 steps), the resulting residuals are almost the same, and they do not improve the correlation.




3.3. Reduction of White Noise by Means of Objective Analysis


We have applied a scheme of objective analysis to the resulting debiased and time-corrected L3 maps. The scheme is the one described in [20], which is also the same applied for the generation of World Ocean Atlas [35]. The algorithm consists of averaging the binned SSS fields in three iterative steps, such that in each step a different radius of influence is considered. In our case, the three different radii are 175, 125 and 75 km, respectively.




3.4. Improving the Spatial and Temporal Resolution by Mean of Multifractal Fusion


It has been shown that different ocean scalars possess a multifractal structure, which is due only to the action of the underlying ocean currents [42] and thus is shared by different scalars [43,44]. It has been shown that this degree of redundancy among different ocean scalars can be used to enhance the quality of one noisy ocean variable if a different, less noisy variable is known: this is the so-called multifractal fusion [45]. Multifractal fusion has been shown to be useful to increase the spatial- and temporal-resolution of ocean scalars (particularly, SMOS SSS) while, at the same time, reducing the level of noise ([21] in the case of SMOS, and [46] in the case of CO    2    satellite imagery).



The main idea of the algorithm is to assume that we have two different ocean variables measured by remote sensing means such that one of them,   θ  , is considerably less noisy than the other, s. The main goal of the fusion method is to use the more reliable information provided by   θ   to reduce the noise and improve the spatial structure of s. In our case, this is done by assuming that both   θ   and s have the same singularity exponents (SE).



Now, if both variables have the same SE, a relation must exist between the spatial variations of both variables because they behave the same way under changes of scale (they are ruled by the same SE). As discussed in [45], the correspondence between SE must be smooth as it cannot be an additional source of singular behavior. In particular, the relation between the gradient of s and that of   θ   can be expressed in terms of a smooth matrix   Φ  :


   ∇ s  (  x →  )  = Φ  (  x →  )  ∇ θ  (  x →  )  .   



(6)







The estimation of the matrix    Φ (  x →  )    from Equation (6) is not straightforward: this problem is ill-posed, as for each x the number of unknowns (the elements of the matrix    Φ (  x →  )   ) is    d 2    while the number of equations is d.



In [21], different strategies to estimate this matrix from real data are investigated, with the only constraint that the matrix    Φ (  x →  )    must smoothly depend on    x →   . We use the scalar approach here that consists of assuming what is proportional to the identity matrix, i.e., the matrix can be simplified to a scalar a, as in [45]:


   ∇ s  (  x →  )  = a  (  x →  )  θ  (  x →  )  .   



(7)







This expression can be integrated under the assumption that the gradient of a is negligible as compared to the gradients of s and   θ  , namely


   s  (  x →  )  = a  (  x →  )  θ  (  x →  )  + b  (  x →  )  + ε  (  x →  )  ,   



(8)




where the functions a, b have small gradients and    ε (  x →  )    is the additive error to be minimized.





4. Results


In this section, we have assessed four different SMOS SSS products:




	
SMOS SSS L3 corrected products (L3 corrected): objectively analyzed 9-day maps at    0.25 ×  0.25 ∘     resulting from the steps described in Section 3.1, Section 3.2 and Section 3.3.



	
SMOS SSS L3 products (L3): They are the global debiased non-Bayesian advanced products (see Section 2.1). They result from the methodologies described in Section 3.1 and Section 3.3. The unique difference with respect to the corrected L3 product is the time-bias correction. Instead of applying DINEOF decomposition, these products are time-bias corrected by assuming that the mean value of the SMOS-based anomaly at each map is null (see [20] for more details).



	
SMOS SSS L4 corrected products (L4 corrected): result from the multifractal fusion between the SMOS SSS L3 corrected maps and the OSTIA SST (step described in Section 3.4). They are provided at    0.05 ×  0.05 ∘     on a daily basis.



	
SMOS SSS L4 products (L4): Multifractal fusion applied to the SMOS SSS L3 product (see Section 2.1).








4.1. Comparison with Argo Floats


Since we have used Argo floats for the generation of the time-dependent bias correction, this in situ data set is not an independent source of SSS data to be used in our assessment. However, we have included here a comparison with Argo not only for completeness, but also because our methodology uses the average in the full domain (North Atlantic and Mediterranean Sea) for removing the biases. We want to see here also the effect in the Mediterranean subdomain (which is the most challenging region in terms of processing). An independent validation is presented in the next sections. We also want to highlight that the number of Argo surface measurements available for validation in the Mediterranean Sea is low (less than 50) before 2014.



Thus, we will analyze the SMOS SSS errors with respect to Argo in two different regions:




	
Full domain (DOM), which includes part of the North Atlantic and the Mediterranean Sea and is defined in    [  26 ∘  ,  50 ∘  ]   N   × [ −  50 ∘  ,  38 ∘  ]   E



	
The Mediterranean Sea (MED) that is defined by the following rectangle    [  30 ∘  ,  44 ∘  ]   N   × [ −  6 ∘  ,  30 ∘  ]   E.








Figure 3 shows the time evolution of the mean difference between the L3 (green squares) and L3 corrected (violet triangles) products and Argo floats (plot in the first row and first column) in DOM and the corresponding standard deviation (in the plot of the second column in the first row of the same figure). As observed in the figure, the mean values of the differences of the L3 corrected product are closer to the 0 line than the ones of the L3 product. Additionally, the standard deviation of the difference corresponding to the L3 corrected product is lower than the one corresponding to the L3 product. The same plots for L4 products are shown in the lower row of Figure 3. The analysis of these plots leads to analogous conclusions. The corrected L4 reduces the errors with respect to the Argo measurements.



Figure 4 shows the same four plots as before but computed over the MED subdomain only. As in the case of the DOM, the corrected products are closer to the Argo measurements (both in bias and standard deviation). However, in this case, a seasonal bias is still present. Although the biases and the standard deviations in the Mediterranean basin have been noticeably reduced (see the numbers in Table 2), some residual (time-dependent) bias is still present.



Figure 5 and Figure 6 show the spatial distribution of the mean and standard deviation of the differences between the different SMOS SSS products and Argo. As observed in Figure 5, the major reduction of the bias is obtained in the Mediterranean basin, as well as the major reduction of the standard deviation (Figure 6). In particular, the SSS in the non-corrected products in the Northwestern Mediterranean are strongly biased, while the corrected ones strongly reduce the bias in this region.



In these figures, no noticeable differences between corrected L3 and L4 products are observed. We want to also highlight that the accuracy in the Eastern Mediterranean is very poor. The Eastern Mediterranean region is strongly affected by RFI and the SMOS SSS retrieval there is even more challenging. Recent calibration and image reconstruction techniques [34,47,48] are providing promising results in these more degraded regions.




4.2. Comparison with Moorings Data


In this section, we have compared the time series of the six years of SMOS SSS with the time series provided by moorings located in the coastal Western Mediterranean (see their location in Figure 1).



The spatial and temporal scales corresponding to the mooring and satellite measured SSS are very different. While the satellite observations correspond to SSS over an area of    0.25 ×  0.25 ∘     (or    0.05 ×  0.05 ∘     in the case of L4 products) and computed from an integrated time period of nine days, the mooring measurements represent SSS values of a pinpointed location at hourly time steps. These differences are even more noticeable in regions with high mesoscale activity. For example, moorings number 61,198, 61,141 61,281 and 6120 are located very close to the Mediterranean continental Spanish coast (see Figure 1). These locations are strongly affected by the general circulation (old AW coming from the North), sometimes by recent (fresher) AW coming from the South, and episodically by continental fresh water discharges. These produce complex mixing dynamics that form filaments and mesoscale and submesoscale structures with strong SSS gradients and fast dynamics. This is even more problematic in the vicinity of the Alboran Sea (mooring number 61,198), where the SSS variability amplitude can reach 2PSU within hours. Thus, in order to make both SSS data sets more comparable, we have applied a slide averaging window of nine days to the mooring data. This smoothing technique does not completely solve the temporal scale differences in the comparison between mooring and satellite SSS (as we will discuss below).



Figure 7 shows the time series corresponding to the moorings anchored in the Ibiza Channel and the Palma Bahia (buoys number: 61,141 and 61,499, respectively, see their location in Figure 1). Time series corresponding to the moorings are plotted in blue, L3 in yellow, L3 corrected in grey, L4 in green and L4 corrected in black. The in situ salinity range is relatively narrow (<1PSU) in the case of these two Balearic moorings. In their case, the improvement in the corrected SMOS SSS is not evident because the initial values of the L4 products (and L3 to a lesser extent) are already close. Indeed, although spurious oscillations are also corrected, the mean salinity value of the non-corrected SMOS products seem to be closer to the in situ than the mean salinity values of the corrected SMOS products.



Figure 8 shows the time series corresponding to the four moorings anchored on the Spanish continental coast (moorings number 61,198, 61,417 61,281 and 61,280, see their locations in Figure 1), where the in situ salinity range is higher (>1 PSU). In this case, although a slide averaging window of nine days has been applied to the mooring data, the time series of these moorings (blue lines) still present jumps with a fast dynamics that will not be captured by the satellite. When these jumps are persistent (for example January 2013 mooring number 6147), the satellite captures the jump. However, if the jump does not lead to a persistent change of the SSS (for example January 2012 mooring number 61,198), the satellite will not capture the dynamics. In spite of the temporal scale limitations, as observed in Figure 8, both corrected products (grey and black points) are closer to the in situ (blue points) than the non-corrected ones (yellow and green).



Table 3 shows the mean and the standard deviation of the differences between SMOS SSS and in situ SSS. The comparison shows that, in general, we obtain a reduction of the bias that is more than two-fold for both L3 and L4. We also observe a reduction in the corrected SMOS SSS of the standard deviation. If we compare the results corresponding to the L3 corrected with the results corresponding to the L4 corrected products, the statistics are very similar. In general, a slight increase of the bias appears in the L4 product, which is compensated by a reduction of the standard deviation. In general, there is a residual negative bias still present in the corrected SMOS SSS products. The moorings anchored in the Baleares (61,141 and 61,499) have a different behaviour with respect to the rest of moorings. On one hand, the residual bias is positive. On the other hand, the bias in the Palma bahia (61,499) corresponding to the L4 corrected increases with respect to the bias of the L4 (as mentioned above).



This section shows that our corrections can improve the SMOS SSS retrieval over the whole range of salinity of the Western Mediterranean (36.5–38.5). However, the difference of residual offsets at the respective moorings locations has yet to be investigated.




4.3. Comparison with TRANSMED SSS


In situ data from the TRANSMED program have been also used as an independent source of SSS data for validating the resulting SMOS products. These data cover from February 2012 to July 2014 and they are composed of SSS and SST acquired underway along repeated transects at ∼3 m deep along the Western Mediterranean (see Figure 9).



Table 4 shows the statistics corresponding to the four different SMOS SSS products and the in situ SSS. The time correction proposed in this work reduces the bias in both products L3 and L4 from −0.54 PSU to less than −0.1 PSU. On the other hand, a reduction of 0.12 (0.03) PSU in the standard deviation of the L3 (and L4 respectively) is also obtained.



In order to take a global look at the spatial biases of the SMOS SSS product with respect to TRANSMED SSS data, Figure 10 shows a latitudinal Hovmöller diagram of the different SSS data ordered in time. Thus, on the top of the figure, the Hovmöller corresponding to TRANSMED SSS is shown; in the second row, the Hovmöller corresponding to the L3 SSS product; in the third row, the corresponding to the L3 corrected; in the fourth, the L4; and in the last row, the L4 corrected SMOS SSS product is shown. The Hovmöller corresponding to the non-corrected SMOS SSS products are contaminated by a strong negative bias (as observed also in the statistics of Table 4). Additionally, the time correction proposed in this work has strongly mitigated some particular events that contaminated the initial SMOS product. For instance, in October and November 2012, the non-corrected plots show SSS values lower than 37 PSU practically at all the latitudes, when such low SSS values are limited to recent AW and thus confined to the southernmost part of the basin, as shown by the TRANSMED SSS. The Hovmöller plots corresponding to the corrected products show on the contrary a more similar behavior than the ones observed by the TRANSMED SSS. A similar effect is observed in October 2013 and April 2014, where spurious fresh events contaminate all the latitude range in the non-corrected Hovmöller diagrams but not in the corrected nor in the TRANSMED diagrams. In spite of the different spatial scales, which produce a more pixelated plot for SMOS, and in spite of a slight global fresh bias, which also shows the statistics of Table 4, the corrected SMOS SSS products allow for reducing the spatial noise and they also improve the depiction of the North-South SSS gradients. For instance, the fresher (blue) area moves further north around October 2013 in the TRANSMED SSS and both corrected SMOS products, whereas in March–April 2014, the salty water moves south.



In the northern part of the basin, the comparison between corrected SMOS SSS products and TRANSMED SSS is impaired mostly by the Rhone river plume. Its scales of variability in both space (along the shoreline or offshoreward) and time (hours under wind influence or heavy precipitating events) cannot be captured by SMOS. Further analysis on larger scales (northwestern part of the basin, season) would probably help with assessing the freshwater discharges observed by SMOS in the Gulf of Lion.




4.4. Spatial Structures: Qualitative Comparison with AVHRR Images


In the previous sections (Section 4.1, Section 4.2 and Section 4.3), we have shown that the corrected SMOS products have lower error than the non-corrected SMOS products (lower bias and std with respect to in situ measurements). However, the performances provided by the corrected L3 and L4 products in the comparison with in situ data are very similar. The main conclusions are that L3 typically provides a slightly lower bias, but L4 provides a slightly lower standard deviation. Therefore, the quality of both products as described by these metrics is very similar. In this section, we want to compare both SMOS SSS corrected products with high resolution AVHRR images in order to assess the kind of spatial structures that each one describes (i.e., which is the added value of the L4 SMOS corrected product with respect to the L3 SMOS corrected one). Therefore, this section is just a qualitative comparison. We want to stress that, although the L4 are computed by means of multifractal fusion with OSTIA SST maps, in this section, we have not considered OSTIA maps, but the AVHRR images as mentioned in Section 2.3.



In Figure 11, Figure 12 and Figure 13, AVHHR images of the Alboran Sea on 25 September of 2011, 1 March 2013 and 25 June 2014 are shown. In Figure 11, both Western (A) and Eastern (B) Alboran gyres are fully developed. Close to     1.5 ∘    W, a thermal front (C) clearly bounds the AW that enters into the Mediterranean. The corrected L3 SMOS SSS map also displays clearly the front close to the     1.5 ∘    W separating the Atlantic and the Mediterranean waters, and also recognizes the fresh water that enters from the Strait of Gibraltar. However, the spatial structure of the gyres is blurred. The corrected L4 SMOS SSS map shows clearly both gyres. In Figure 12, the Western gyre collapses. The spatial gradients shown by L4 SMOS SSS are not coherent this time, with the spatial structures shown by the AVHRR image. Indeed, during wintertime, AW is signified by higher SST (red for AW and blue for Mediterranean waters in AVHRR images). Thus, lower salinity values would have been expected in the Southern part of the SMOS SSS images, which is not the case. Until further investigations are carried out, it must be noted that gyres in the Alboran Sea are extremely variable in both space and time, and that comparison of SMOS data with instantaneous images has its limits.



In Figure 13, the Eastern gyre collapses. In this case, SMOS presents coherent values with what the AVHRR image is showing.



In Figure 14, the main feature of both the SMOS SSS L3 and L4 corrected maps is the frontal zone between the Atlantic and the Mediterranean waters north of the Baleares. Such a zonal gradient does not appear in the AVHRR image. The area of the Rhone river influence (A) is well marked on the three products, with colder SST and lower SSS west of    ∼  5 ∘    E in the gulf, and a tongue extending southward (the latter hardly visible though on the SMOS SSS L3 corrected map). A second colder plume extending southward off    ∼  6 ∘    E (B) in the AVHRR image also shows as a plume of lower SSS on the SMOS SSS L4 corrected map, but not on the SMOS SSS L3 corrected map.





5. Conclusions


A new methodology using a combination of the new retrieval debiased non-Bayesian algorithm, DINEOF and multifractal fusion has been used to obtain Sea Surface Salinity (SSS) fields over the North Atlantic Ocean and the Mediterranean Sea. The data used for the analysis is the 9-day 0.25 SMOS SSS L3 binned maps produced by the Barcelona Expert Centre (BEC), and it has been shown that the proposed methodology improves the accuracy with respect to the Objectively Analyzed maps and the L4 products that are currently being produced at the BEC. In particular, a reduction of the seasonal bias has been observed in the final data set as well as a reduction in the standard deviation of the error. The overall comparison of the new products with Argo floats provides an RMSE of 0.26 PSU in the full domain of study (North Atlantic and Mediterranean Sea) in comparison with an RSME of 0.41 PSU corresponding to the initial SMOS products. In the Mediterranean basin, the methodology also allows for reducing the error (0.39 PSU against 0.70 PSU in the case of the L4 products).



The comparison with the SSS TRANSMED in situ data shows that, in spite of the limitation of the differences in the spatial and temporal resolutions, the corrected SMOS SSS products not only provide a coherent description of the dynamics in the Algerian basin (as pointed out in [19]), but also a coherent description of the Balearic frontal zone. The short time and space scales of the freshwater discharges impair the detection of the latter by the SMOS SSS products, as seen in the gulf of Lion. An analysis at the seasonal scale might improve the comparison in this region. On the other hand, the L4 corrected products provide a description of the mesoscale salinity in regions so challenging as the Alboran Sea, where the water is surrounded by land a few kilometers away, and, therefore, the land sea contamination is especially strong.



The use of the DINEOF decomposition in combination to these new debiased non-Bayesian techniques has a high potential for improving the quality of the SMOS SSS maps not only in the Mediterranean, but also in other regions. On one hand, the debiased non-Bayesian approach mitigates the systematic biases (constant on time) like the land-sea contamination. In addition, its statistical filtering criteria improve the coverage with respect to official Level 2 Ocean Salinity products. On the other hand, the EOF decomposition allows for the characterization of the time-dependent biases. One of the major benefits of using EOFs decomposition in this context is that the technique not only allows to characterize the time-dependent biases with a regular (seasonal) bias (which is still an issue in the SMOS products, [49]), but the technique also allows the removal of some particular events, which could be caused by strong RFI. For example, in this study, we have shown that the proposed methodology has removed the spurious fresh event that contaminated the Mediterranean basin in October–November 2012. In addition, the use of multifractal fusion allows for improving the spatial resolutions and describing better the mesoscale dynamics.



Despite the encouraging results, there is still significant room for improvement. For instance, the EOFs to be removed should not be chosen one by one but as a single, optimized combination. This means assuming that the time-dependent bias is captured not by a single EOF, but by a combination of them. On the other hand, we have applied here a multifractal fusion scheme that is scalar, and more complex schemes can be investigated and tested in the Mediterranean.



All in all, this work has shown that these techniques are not only beneficial, but required to fully correct the SMOS SSS retrievals in some particular regions. Because of the capability of the combined debiased non-Bayesian retrieval-DINEOF-fusion approach to detect biases and reduce other sources of noise and error from the SMOS SSS data, the application of this technology to enclosed seas suffering from strong sources of contamination, such as the China Sea, the Baltic Sea and the Black Sea, will potentially provide promising results.
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Figure 1. Location of the moorings that have been used for validation. 
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Figure 2. Time evolution of the mean difference between SMOS and Argo SSS (   ϵ ( t )    green squares) and the contribution to the SSS of the EOF, which provides the largest correlation with the residual (   ω ( t )    violet triangles). On the top the results corresponding to the first iteration step; in the middle, the ones corresponding to the second iteration; and, in the bottom, the results of the third and last iteration. 
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Figure 3. Time evolution of the mean differences (left) and standard deviation of the differences (right) between SMOS and Argo SSS computed over the full domain of the study. The top results correspond to the L3 products. The bottom results correspond to the L4 products. The non-corrected SMOS values are plotted with green squares and the corrected ones with violet triangles. 
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Figure 4. As in Figure 3 but for the Mediterranean Sea (MED subdomain). 
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Figure 5. Spatial distribution of the differences between SMOS and Argo SSS. In the first row, the plots correspond to the non-corrected products (left L3 and right L4). In the second row, the plots correspond to the corrected products (left L3 and right L4). 
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Figure 6. Spatial distribution of the standard deviation of the differences between SMOS and Argo SSS. In the first row, the plots correspond to the non-corrected products (left L3 and right L4). In the second row, the plots correspond to the corrected products (left L3 and right L4). 
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Figure 7. Moorings in the Ibiza Channel (top) and Palma bahia (bottom). Time evolution of the salinity: in blue the in situ SSS; L3 SMOS SSS in yellow; L4 SMOS SSS in green; corrected L3 SMOS SSS in grey; and corrected L4 SMOS SSS in black. The location of the buoys is shown in Figure 1. 
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Figure 8. Moorings on the Spanish continental Mediterranean coast. Time evolution of the salinity: in blue the in situ SSS; L3 SMOS SSS in yellow; L4 SMOS SSS in green; corrected L3 SMOS SSS in grey; and corrected L4 SMOS SSS in black. The location of the buoys is shown in Figure 1. 
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Figure 9. TRANSMED routes between 2012 and 2014. 
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Figure 10. Latitudinal Hovmöller with the SSS values ordered in time: the first row corresponds to the TRANSMED SSS; the second row, the L3 SSS; the third row, L3 corrected; the fourth row, the L4; and the fifth shows the L4 corrected SMOS SSS values. 
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Figure 11. Images of the Alboran Sea on 25th September 2011 as observed by AVHRR satellite (top); the SMOS SSS L3 corrected product; and the SMOS SSS L4 corrected product. 
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Figure 12. Images of the Alboran Sea on 1st March 2013 as observed by AVHRR satellite (top); the SMOS SSS L3 corrected product; and the SMOS SSS L4 corrected product. 
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Figure 13. Images of the Alboran Sea on 25th June 2014 as observed by AVHRR satellite (top); the SMOS SSS L3 corrected product; and the SMOS SSS L4 corrected product. 
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Figure 14. Images of the Gulf of Lion and Balearic Front on 28th September 2011 as observed by AVHRR satellite (top); the SMOS SSS L3 corrected product; and the SMOS SSS L4 corrected product. 
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Table 1. Results of the first 10 iterations from the time-dependent bias deletion from EOF decomposition. The first column shows the residual remaining in each iteration. In the second column, the number of the EOF that provides the largest correlation with the residual in each step. The correlation between the different EOFs contributions to the SMOS SSS and the time-dependent bias is shown in the fifth column. In the third and fourth columns, the mean and standard deviation (respectevely) of the residual error before the correction.






Table 1. Results of the first 10 iterations from the time-dependent bias deletion from EOF decomposition. The first column shows the residual remaining in each iteration. In the second column, the number of the EOF that provides the largest correlation with the residual in each step. The correlation between the different EOFs contributions to the SMOS SSS and the time-dependent bias is shown in the fifth column. In the third and fourth columns, the mean and standard deviation (respectevely) of the residual error before the correction.





	Residual
	EOF with Largest Correlation
	Correlation
	Mean
	Std





	   ϵ 0   
	2
	0.69
	−0.07
	0.23



	    ϵ 1  =  ϵ 0  −  ω 2    
	1
	0.46
	−0.04
	0.17



	    ϵ 2  =  ϵ 1  −  ω 1    
	6
	0.27
	−0.03
	0.15



	    ϵ 3  =  ϵ 2  −  ω 6    
	3
	0.28
	−0.05
	0.15



	    ϵ 4  =  ϵ 3  −  ω 3    
	5
	0.31
	−0.04
	0.14



	    ϵ 5  =  ϵ 4  −  ω 5    
	7
	0.21
	−0.05
	0.14



	    ϵ 6  =  ϵ 5  −  ω 7    
	8
	0.20
	−0.05
	0.14



	    ϵ 7  =  ϵ 6  −  ω 8    
	4
	0.19
	−0.05
	0.13



	    ϵ 8  =  ϵ 7  −  ω 4    
	27
	0.17
	−0.05
	0.13



	    ϵ 9  =  ϵ 8  −  ω 27    
	9
	0.16
	−0.05
	0.13
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Table 2. Statistics of the differences between SMOS and Argo SSS. For each of the four SMOS SSS products, the mean, the standard deviation and the root mean squared are shown. The statistics are computed over two different domains: first row: DOM, which contains the Mediterranean Sea and part of the North Atlantic; and the second row: MED, which contains the Mediterranean Sea only.






Table 2. Statistics of the differences between SMOS and Argo SSS. For each of the four SMOS SSS products, the mean, the standard deviation and the root mean squared are shown. The statistics are computed over two different domains: first row: DOM, which contains the Mediterranean Sea and part of the North Atlantic; and the second row: MED, which contains the Mediterranean Sea only.





	

	
L3

	
L3 Corrected

	
L4

	
L4 Corrected






	

	
mean

	
std

	
rms

	
mean

	
std

	
rms

	
mean

	
std

	
rms

	
mean

	
std

	
rms




	
DOM

	
−0.12

	
0.35

	
0.41

	
−0.06

	
0.24

	
0.26

	
−0.20

	
0.38

	
0.46

	
−0.07

	
0.23

	
0.26




	
MED

	
−0.40

	
0.45

	
0.67

	
−0.16

	
0.34

	
0.43

	
−0.50

	
0.40

	
0.70

	
−0.19

	
0.29

	
0.39
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Table 3. Differences between SMOS and in situ SSS. For each one of the four SMOS products, the mean and the standard deviation are shown. In the first column the mooring ID is shown.
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Mooring ID

	
L3

	
L3 Corrected

	
L4

	
L4 Corrected






	

	
mean

	
std

	
mean

	
std

	
mean

	
std

	
mean

	
std




	
61,198

	
−0.50

	
0.40

	
−0.20

	
0.31

	
−0.46

	
0.35

	
−0.25

	
0.32




	
61,417

	
−0.52

	
0.49

	
−0.19

	
0.44

	
−0.46

	
0.46

	
−0.26

	
0.42




	
61,141

	
0.20

	
0.48

	
0.20

	
0.28

	
0.03

	
0.24

	
0.14

	
0.20




	
61,499

	
0.22

	
0.32

	
0.20

	
0.27

	
0.09

	
0.17

	
0.23

	
0.15




	
61,281

	
−0.51

	
0.56

	
−0.22

	
0.38

	
−0.73

	
0.36

	
−0.27

	
0.34




	
61,280

	
−0.38

	
0.43

	
−0.21

	
0.25

	
−0.66

	
0.34

	
−0.22

	
0.22
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Table 4. Differences between SMOS and TRANSMED SSS values. For each one of the four SMOS SSS products, the mean, the standard deviation and the total number of colocations between in situ and satellite used in the statistics are provided.






Table 4. Differences between SMOS and TRANSMED SSS values. For each one of the four SMOS SSS products, the mean, the standard deviation and the total number of colocations between in situ and satellite used in the statistics are provided.












	
	L3
	L3 Corrected
	L4
	L4 Corrected





	Mean
	−0.54
	−0.03
	−0.54
	−0.09



	Std
	0.39
	0.27
	0.28
	0.25



	Nmeas
	75,129
	97,530
	88150
	91,113
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