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**Abstract:** Using traditional time-frequency analysis methods, it is possible to delineate the time-frequency structures of ground-penetrating radar (GPR) data. A series of applications based on time-frequency analysis were proposed for the GPR data processing and imaging. With respect to signal processing, GPR data are typically non-stationary, which limits the applications of these methods moving forward. Empirical mode decomposition (EMD) provides alternative solutions with a fresh perspective. With EMD, GPR data are decomposed into a set of sub-components, i.e., the intrinsic mode functions (IMFs). However, the mode-mixing effect may also bring some negatives. To utilize the IMFs’ benefits, and avoid the negatives of the EMD, we introduce a new decomposition scheme termed variational mode decomposition (VMD) for GPR data processing for imaging. Based on the decomposition results of the VMD, we propose a new method which we refer as “the IMF-slice”. In the proposed method, the IMFs are generated by the VMD trace by trace, and then each IMF is sorted and recorded into different profiles (i.e., the IMF-slices) according to its center frequency. Using IMF-slices, the GPR data can be divided into several IMF-slices, each of which delineates a main vibration mode, and some subsurface layers and geophysical events can be identified more clearly. The effectiveness of the proposed method is tested using synthetic benchmark signals, laboratory data and the field dataset.
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**1. Introduction**

Most of the geophysical data are non-stationary. Especially for the ground-penetrating radar (GPR) data, which can be treated as a set of time-series signals, such non-stationarity appears more obviously. Non-stationarity can be defined and measured by certain statistical methods [1], however, geophysicists are prone to using the time-frequency decomposition methods (e.g., wavelet transform [2,3], S-transform [4,5] and matching pursuit [6,7]) to delineate the non-stationary characteristics. This is because these methods provide a visualization and are convenient for further applications.

Recently, empirical mode decomposition (EMD) has been providing alternative solutions with a fresh perspective. With EMD-based methods, the GPR data can be decomposed into a group of stationary sub-components (i.e., intrinsic mode functions, IMFs), and the subsequent processing for subsurface information is thus focused on the analysis of the generated IMFs instead [8]. The decomposed IMFs of GPR data highlight two important features. The first is that the IMFs are close to being stationary. This leads to a direct application of time-frequency analysis of GPR data [9], in which time-frequency structures can be computed steadily within each IMF. The other
feature is that the decomposed IMFs correspond to different frequency bands or ranges. This means that any operation performed on the IMFs (e.g., removing or extracting a few IMFs) amounts to filtering in the corresponding frequency domain. In this regard, the derived applications based on IMFs may include denoising [10], subsurface objects identification [11], etc. However, the mode-mixing effect and the lack of a mathematical foundation limit their further applications in GPR data processing and imaging.

To utilize the benefits of the IMFs mentioned above, and avoid the negatives of the EMD, we introduce a new decomposition scheme called variational mode decomposition (VMD) [12] for GPR data processing as well as for imaging. The VMD decomposition is not “empirical” any more, while the mathematical framework is well-established. Specifically, though the decomposition results can still be seen as IMFs, the computation is implemented by solving an optimization problem. Some references have demonstrated that the VMD is able to avoid mode-mixing phenomena [13–15], and therefore the decomposition results match the input signal’s intrinsic vibration mode better. In this study, we test VMD decomposition on GPR data, and based on the VMD decomposition results, we propose a new method for GPR imaging which we refer as “the IMF-slice”. In the proposed method, the IMFs are generated by the VMD trace by trace, and then each IMF is sorted and recorded into different profiles (i.e., the IMF-slice) according to its center frequency. A GPR profile could be divided into several IMF-slices, each of which delineates a main vibration mode within certain frequency band. Using IMF-slices, some subsurface events are able to be identified more clearly.

As parts of the long-term study of the mathematical transformations of GPR data, this work shows elementary research on the applications of the VMD decomposition for GPR imaging. The objectives of this work are to: (1) introduce the VMD decomposition and test its feasibility on GPR data; (2) compare the decomposition results of GPR data between the VMD and the classic EMD; (3) propose the concept of IMF-slices and discuss their applications in GPR imaging and interpretation. The paper starts with a methods section introducing the VMD decomposition and the IMF-slices for GPR data. We then show some results based on synthetic benchmark tests, laboratory data tests and a field dataset. Finally, the conclusions and discussions are provided in the last section.

2. Methods

2.1. The Variational Mode Decomposition

The VMD algorithm was initially described as solving the following constrained optimization subject to equality constraints by Dragomiretskiy and Zosso [12],

$$\min_{\{u_k\}, \{\omega_k\}} \left\{ \sum_k \| \frac{\partial}{\partial t} \left[ (\delta(t) + \frac{i}{\pi t^2}) \ast u_k(t) \right] e^{-j\omega_k t} \|_2^2 \right\}$$

s.t. $\sum_k u_k(t) = f(t)$

(1)

In the above form, $\delta(t)$ is the Dirac function, and $\{u_k(t)\}_{k=1,2,\ldots,N}$ denotes the decomposed sub-components (i.e., the IMFs) embedded in the input signal $f(t)$, where $k$ identifies the number of IMFs. $\{\omega_k\}_{k=1,2,\ldots,N}$ denotes the corresponding center frequencies of each IMF. Within the Lagangian-multiplier framework, the penalty-term and the Lagangian-multiplier $\lambda$ are introduced. Then the above optimization problem would be turned to solving the defined Lagrange function [16] as follows,

$$L(\{u_k\}, \{\omega_k\}, \lambda) = \delta \sum_k \| \frac{\partial}{\partial t} \left[ (\delta(t) + \frac{i}{\pi t^2}) \ast u_k(t) \right] e^{-j\omega_k t} \|_2^2 + \| f(t) - \sum_k u_k(t) \|_2^2 + \left\langle \lambda(t), f(t) - \sum_k u_k(t) \right\rangle$$

(2)
where \( L(\{u_k\}, \{\omega_k\}, \lambda) \) denotes the Lagrange function, and the parameter \( \alpha \) is used for balancing the reconstruction error. Its solution can be derived by the well-known alternating direction method of multipliers (ADMM) [17].

Assuming that there are \( K \) IMFs decomposed, the frequency-domain expression of the \( k \)th IMF derived by the VMD is,

\[
\hat{u}^{n+1}_k(\omega) = \frac{\hat{f}(\omega) - \sum_{i=1}^{k-1} \hat{u}^{n+1}_i(\omega) - \sum_{i=k+1}^{K} \hat{u}^n_i(\omega) + \hat{\lambda}^n(\omega)}{1 + 2\alpha(\omega - \omega^n_k)^2}
\]

in which \( \hat{f}(\omega) \), \( \hat{u}_i(\omega) \), \( \hat{\lambda}(\omega) \), and \( \hat{u}^{n+1}_k(\omega) \) are the frequency-domain forms of \( f(t) \), \( u_i(t) \), \( \lambda(t) \), \( u^{n+1}_k(t) \) using the Fourier transform, and \( n \) denotes iteration number. The criterion of iteration termination is

\[
\sum_k \| u^{n+1}_k(t) - u^n_k(t) \|_2^2 / \| u^n_k(t) \|_2^2 \leq \varepsilon,
\]

where \( \varepsilon \) denotes the tolerance of convergence. Based on the decomposed IMFs, the input signal can be represented by the decomposed IMFs and the residual signal \( r(t) \),

\[
f(t) = \sum_{i=1}^{K} u^{n+1}_i(t) + r(t).
\]

It should be noted that, though the final expansion form of the VMD decomposition (i.e., Equation (5)) is similar to that of the EMD, the computation of each IMF in VMD is totally different. Since the detailed deduction and comparisons with the EMD algorithm are not the main purposes of this paper, we will show the decomposition results in the Section 3.

2.2. IMF-Slices of GPR Data

Compared with traditional common-frequency slices, the IMF-slices can be treated as a set of IMFs. In the VMD scheme, the center frequency \( \omega_k(t) \) of each decomposed IMF can be obtained simultaneously. Given a GPR profile (i.e., a B-scan), the IMFs can be derived by VMD trace by trace, where the “trace” here means the A-scan. If we pre-define the frequency intervals or ranges for the IMF-slices, the IMFs of each trace can be classified into different IMF-slices. It should be noted that the frequency ranges for each IMF-slice can be estimated empirically using the center frequencies obtained for each IMF of the first five or ten traces. For example, if the frequency range of a IMF-slice is defined as \([\omega_1, \omega_2]\), and combining the median filtering, each decomposed IMF of one trace are evaluated whether it belongs to this range. If yes, it is recorded in the corresponding trace of the IMF-slice, which can be represented as,

\[
\text{IMF-slice}(x, t) = \sum_{i=1}^{K} \theta(M(\omega_i(t)))u_i(t)
\]

where \( M \) denotes the median filtering operator, and the \( \theta \) is the Heaviside function,

\[
\theta(\omega) = \begin{cases} 
1, & \text{for } \omega \in [\omega_1, \omega_2], \\
0, & \text{else.}
\end{cases}
\]

Equation (6) appears to be a band-pass filter for the IMFs. A schematic diagram based on the VMD decomposition is shown in Figure 1.
Similarly, the IMF-slices can be also generated based on EMD. However, since the center frequencies for each IMF, accompanied by the VMD decomposition results, cannot be obtained in the EMD scheme, we select the Taner’s instantaneous frequency [18] to replace it,

\[
\omega(t) = \frac{1}{2\pi} \frac{f_{IMF}(t) \frac{df_{IMF}^*(t)}{dt} - f_{IMF}^*(t) \frac{df_{IMF}(t)}{dt}}{f_{IMF}^2(t) + f_{IMF}^{*2}(t)},
\]

where \( f_{IMF}(t) \) and \( f_{IMF}^*(t) \) here denotes the IMF and its conjugate form.

3. Results

3.1. Synthetic Benchmark Tests

In this section, we firstly test a synthetic benchmark signal formulated by Herrera et al. [19,20], which can be characterized as a non-stationary and multi-component signal. The signal (Figure 2a) is comprised of four sub-components, which are relatively stationary in certain time ranges, see Figure 2b–e. Figure 3 shows the corresponding instantaneous frequencies (IFs).

The benchmark signal can be decomposed into a set of IMFs by using both EMD and VMD, as shown in Figures 4 and 5, respectively. It is obvious that the decomposition results using VMD are sparser than those obtained using the EMD method. Additionally, similar vibration modes (with similar time-frequency structures) are always decomposed into different IMFs, which is known as the mode-mixing effect. For example, the third sub-component signal (Figure 2d) is mainly located between 6–10 s and its IF is around 10 Hz. However, the EMD scheme separates them and records them in IMF1 and IMF2, in Figure 4. By contrast, the IMFs derived by the VMD scheme match the benchmark better (see Figure 5). More specifically, in Figure 5, IMF1 refers to Figure 2c, IMF2 refers to Figure 2e, and IMF3 refers to both Figure 2b,d. We remark here that the correspondence can be judged not only by the proximity of frequency ranges, but also by the proximity of amplitude.

Although there still exist some “mode-mixing” phenomena in the decomposition results by VMD, this defect has been extremely reduced compared with EMD. For example in Figure 5, there are some vibrations with low amplitude or energy remaining at 6–10 s of IMF1, but the sub-component signals (Figure 2d) are mainly reflected in the IMF3. From the above benchmark tests, we observe that the
IMFs by VMD are able to reveal the intrinsic properties of the non-stationary signal, whereas EMD may mislead us. Thus, we can draw the conclusion that decomposition by VMD is always more reasonable.

**Figure 2.** The synthetic data (a) composed of four sub-components (b–e).

**Figure 3.** The corresponding instantaneous frequencies of the sub-components in Figure 1.
Figure 3. The corresponding instantaneous frequencies of the sub-components in Figure 1.

Figure 4. The EMD decomposition results and the residual.

Figure 5. The VMD decomposition results and the residual. IMF1 and IMF2 refer to Figure 2c,e, respectively, and IMF3 refers to both Figure 2b,d.

The corresponding IFs can be computed by Taner’s equation using the IMFs decomposed by EMD and VMD. Then the instantaneous spectra can be constructed as shown in Figure 6a,b. Compared with the time-frequency structures in Figure 3, the instantaneous spectrum by VMD is relatively more accurate. This is also because of the fact that VMD decomposition is more reasonable. These synthetic benchmark tests illustrate how the VMD decomposition can be conducted on non-stationary data, avoiding the mode-mixing phenomenon.
In order to test the VMD method for GPR data decomposition, we employ the laboratory data (shown in Figure 7) for further analysis. The data was collected in a sand trough as shown in Figure 8a, where the target body (Figure 8b) was set at a certain depth.

Typically, each trace of the GPR data is non-stationary. We apply the VMD method to decompose the GPR data trace by trace. Then we sort the main components and collect them into several profiles (i.e., the IMF-slices), see Figure 9a–d. For comparison, we adopt a similar way of processing the decomposed IMFs using EMD decomposition, and the generated IMF-slices are shown in Figure 10. In Figure 9, the GPR data are divided into four main components, each of which demonstrates a different vibration mode. The reflection of the buried target is identified in the second IMF-slice by

**3.2. Laboratory Data Tests**

In order to test the VMD method for GPR data decomposition, we employ the laboratory data (shown in Figure 7) for further analysis. The data was collected in a sand trough as shown in Figure 8a, where the target body (Figure 8b) was set at a certain depth.
the red arrow pointing to it (see Figure 9b). The noise is shown in Figure 9d, without any important information from the subsurface layers being mixed. In Figure 10, the first IMF-slice is meaningless, and the yellow arrows illustrate the so-called mode-mixing effect. Additionally, the reflection indicated by the red arrow in Figure 10b is not as distinct as that achieved using VMD.

**Figure 9.** The derived IMF-slices using VMD. (a–d) show the IMF-slice 1–4 respectively.

**Figure 10.** The derived IMF-slices using EMD. (a–d) show the IMF-slice 1–4 respectively.
4. The Use of VMD with Field Dataset

In this section, we use variational mode decomposition to process a field dataset and show the results of the proposed IMF-slices. Subsequently, the corresponding interpretations are drawn.

The dataset is shown in Figure 11. It was collected in Yan’an, in the Shanxi Province of China. The data had initially been processed; however, the noise still remains. We firstly use VMD and EMD to decompose one trace respectively (Figure 12), and the decomposed results are shown in Figures 13 and 14, respectively. There are four IMFs generated in Figure 13, of which the first three IMFs are the main components. The fourth IMF can be seen as the noise components. In contrast, the EMD generates more IMFs in Figure 14, and the noise is mixed into the first IMF. In this case, the mode-mixing phenomenon that accompanies EMD decomposition can be lessened by the VMD.

Figure 11. The field GPR dataset.

Figure 12. A single trace of the GPR dataset.

Figure 13. The decomposed IMFs using VMD.
We then compute VMD decomposition for the whole dataset; the derived IMF-slices are shown in Figure 13. The low-frequency components are mainly collected in the first IMF-slice (Figure 15a). We remark here that in this IMF-slice, the DC and the slowly-varying trend term [1] are also collected, so there exists discontinuity of neighboring traces in gray scale. The second and third IMF-slices (Figure 15b–c) demonstrate the subsurface structures at different scales. In the last IMF-slice, the noise of the dataset is extracted, especially in the deep part of the profile.

Figure 14. The decomposed IMFs using EMD.

Figure 15. The derived IMF-slices of the field dataset using VMD. (a–d) show the IMF-slice 1–4 respectively.

Figure 16. The derived IMF-slices of the field dataset using EMD. (a–d) show the IMF-slice 1–4 respectively.

5. Conclusions

We then compute VMD decomposition for the whole dataset; the derived IMF-slices are shown in Figure 13. The low-frequency components are mainly collected in the first IMF-slice (Figure 15a). We remark here that in this IMF-slice, the DC and the slowly-varying trend term [1] are also collected, so there exists discontinuity of neighboring traces in gray scale. The second and third IMF-slices (Figure 15b–c) demonstrate the subsurface structures at different scales. In the last IMF-slice, the noise of the dataset is extracted, especially in the deep part of the profile.
In Figure 16, we also provide comparisons with the IMF-slices based on EMD. In some locations of these IMF-slices, the interpretations are greatly influenced by the mode-mixing of IMFs for different traces. For instance, in Figure 16d the important information in the shallow part and the noise in the deep part are mixed up. It can be observed that, although the IMF-slices by EMD may refer to different frequency ranges, the continuity between neighboring traces is not as good as that achieved with VMD.

5. Conclusions

EMD-based methods for GPR imaging provide a novel prospect for interpreting GPR data. Using EMD, the GPR data are decomposed, and the relative stationary IMFs are derived and analyzed for subsequent application. In this paper, variational mode decomposition was introduced. Using VMD, the derived IMFs are sparser and match well with the signal’s intrinsic properties. Based on the decomposition results, the IMFs are sorted and recorded into the proposed IMF-slices for GPR data imaging. We showed its utility on a group of examples, including synthetic benchmark signals, laboratory data and a field dataset. Using IMF-slices, GPR data could be divided into several IMF-slices, each of which delineates a main vibration mode and some subsurface layer and geophysical events can be identified more clearly.

However, the proposed IMF-slices method still requires empirically pre-defined parameters. If the frequency ranges for each IMF-slice are estimated wrongly, or the time-frequency structures of the traces in the GPR profile vary sharply, it is difficult to find a unified standard to separate the different IMF-slices. In our future work, we need to rethink and seek for more intelligent schemes or more automatic procedures for classifying the derived IMFs for the IMF-slices. Additionally, for the accurate detection of the subsurface targets, some figures of merit could also be employed to assess the generated IMF-slices, such as receiver operating characteristics (ROC) [21]. In this case, VMD decomposition may be extended and applied to more aspects for GPR data processing and imaging.
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Abbreviations
The following abbreviations are used in this paper:
GPR ground-penetrating radar
EMD empirical mean decomposition
IMF intrinsic mode function
VMD variational mode decomposition
ADMM alternate direction method of multipliers
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