Demonstration of Percent Tree Cover Mapping Using Landsat Analysis Ready Data (ARD) and Sensitivity with Respect to Landsat ARD Processing Level
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Abstract: The recently available Landsat Analysis Ready Data (ARD) are provided as top of atmosphere (TOA) and atmospherically corrected (surface) reflectance tiled products and are designed to make the U.S. Landsat archive for the United States straightforward to use. In this study, the utility of ARD for 30 m percent tree cover mapping is demonstrated and the impact of different ARD processing levels on mapping accuracy examined. Five years of Landsat 5 and 7 ARD over 12 tiles encompassing Washington State are considered using an established bagged regression tree methodology and training data derived from Goddard LiDAR Hyperspectral & Thermal Imager (G-LiHT) data. Sensitivity to the amount of training data is examined with increasing mapping accuracy observed as more training data are used. Four processing levels of ARD are considered independently and the mapped results are compared: (i) TOA ARD; (ii) surface ARD; (iii) bidirectional reflectance distribution function (BRDF) adjusted atmospherically corrected ARD; and (iv) weekly composited BRDF adjusted atmospherically corrected ARD. The atmospherically corrected ARD provide marginally the highest mapping accuracies, although accuracy differences are negligible among the four (\(\leq 0.07\%)\) RMSE) when modest amounts of training data are used. The TOA ARD provide the most accurate maps compared to the other input data when only small amounts of training data are used, and the least accurate maps otherwise. The results are illustrated and the implications discussed.
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1. Introduction

Since the opening of the Landsat archive, novel land cover characterization and change detection algorithms have been developed with many focusing on forest mapping [1,2]. Mapping forest/non-forest cover is often straightforward and so sophisticated pre-processing such as atmospheric correction may not be required [3–5]. However, the reliable mapping of percent forest cover, forest degradation or recovery, especially over large areas and/or long time periods, requires Landsat pre-processing to improve the radiometric consistency of the data, including atmospheric correction and minimization of bi-directional reflectance effects and flagging or minimization through temporal compositing of clouds and shadows [4–11]. Recently, the United States Geological Survey (USGS) Earth Resources Observation and Science (EROS) Center (Sioux Falls, SD, USA) made available Landsat Analysis Ready Data (ARD) for the conterminous United States (CONUS) that provides top of atmosphere (TOA) and atmospherically corrected (surface) Landsat reflectance data in a tiled
format with cloud and shadow masks that are designed for large-area and long-term analyses [12]. This study examines the suitability of ARD for percent tree cover mapping and the sensitivity of the results to the ARD processing level. Five years of Landsat 5 Thematic Mapper (TM) and Landsat 7 Enhanced Thematic Mapper Plus (ETM+) ARD over the state of Washington, which contains forested mountainous regions that are challenging to classify, are considered.

The purpose of this study is to compare the impact of different ARD processing levels on percent tree cover mapping accuracy and not to compare different mapping algorithms. An established Landsat percent tree mapping methodology based on regression tree processing of multi-temporal metrics extracted from Landsat spectral bands [5] is used. The reference data needed to train the regression tree and to assess mapping accuracy are derived from Goddard LiDAR Hyperspectral & Thermal Imager (G-LiHT) data [13]. Sensitivity to the amount of training data is examined because although mapping accuracy generally increases with training set size [14,15], this will depend in an unknown way a priori on the satellite data, data pre-processing, and algorithms that are used [16,17]. Percent tree cover maps derived using the same training data and multi-temporal metrics extracted from four different ARD processing levels are considered and assessed using standard quantitative accuracy measures. Two of the processing levels are the publically available TOA and surface reflectance ARD. In addition, the surface reflectance ARD corrected to minimize bi-directional effects using a semi-physically based bidirectional reflectance distribution function (BRDF) adjustment approach developed for Landsat [18] and also Sentinel-2 [19], as well as weekly composites, are considered. The weekly compositing algorithm is based on the same algorithm used to generate global coverage Web-Enabled Landsat Data (WELD) products, which are publically available [20], and is designed to preferentially select surface observations with minimal cloud, snow, and atmospheric contamination [9].

2. Data and Study Area

2.1. Landsat Analysis Ready Data (ARD)

The Collection 1 Landsat ARD were used in this study. The U.S. Landsat archive was reprocessed recently (2017) into a tiered data Collection 1 structure. The Collection 1 products are defined in the heritage 185 km × 180 km Worldwide Reference System (WRS-2) of path (ground track parallel) and row (latitude parallel) scene coordinates in the Universal Transverse Mercator (UTM) projection [21] with a number of new metadata, including angle coefficients, that may be used to derive per-pixel solar and viewing geometry, and per-pixel saturation status, cloud, cloud shadow, cirrus cloud, and snow masks [22]. The Landsat Collection scheme is similar to that adopted for the MODIS land product reprocessing [23] and, for example, the Landsat archive is planned to be reprocessed as a Collection 2 to improve the absolute geolocation accuracy [24].

All of the Collection 1 Landsat data have been processed over the CONUS, Hawaii and Alaska into an ARD tiled format [12]. The CONUS ARD tile structure is the same as that used to generate the CONUS Web-Enabled Landsat Data (WELD) products [9]. Each orbit of Landsat data is stored in non-spatially overlapping, fixed 5000 × 5000 30 m pixel tiles in the Albers equal area projection. Importantly, however, the ARD are generated (projected) directly into the Albers projection and, therefore, are not resampled twice. The ARD tiles are referenced by horizontal and vertical tile coordinates. Each Landsat 4, 5, 7, and 8 sensor has a 15° field-of-view and senses a 185 km swath with a 16-day repeat cycle and typically 22 or 23 overpasses of a fixed location per year are acquired, although the number of surface observations is reduced due to cloud cover over much of the CONUS at the time of Landsat overpass [25,26]. In this study, Landsat 5 TM and Landsat 7 ETM+ ARD were used. These sensors are in the same orbit but are offset by 8 days. The western and eastern sides of a sensor acquisition are overlapped by the eastern and western sides, respectively, of the other sensor acquisition, and are acquired with a one-day separation [18]. Thus, in a week there may be no, one (Landsat 5 or Landsat 7), or two (Landsat 5 and Landsat 7) observations for each ARD tile pixel.
ARD are available as both TOA and atmospherically corrected (surface) reflectance with the Collection 1 per-pixel saturation status, cloud, cloud shadow, cirrus cloud, and snow masks, and also with additional per-pixel views and solar geometry information. The Landsat 4, 5, and 7 ARD are atmospherically corrected using the Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS), which uses aerosol characterizations derived independently from each Landsat Collection 1 image, assumes a fixed continental aerosol type, and uses ancillary water vapor and ozone data [27]. In this study, both the TOA ARD and surface ARD for Landsat 5 TM and Landsat 7 ETM+ were used. Landsat Bands 3 (center wavelength for both sensors ~0.66 μm), 4 (~0.83 μm), 5 (~1.65 μm), and 7 (~2.22 μm) were used. The blue (~0.49 μm) and green bands (~0.56 μm) were excluded because they are sensitive to atmospheric scattering and are not reliably atmospherically corrected [28,29].

2.2. Study Area

Twelve ARD tiles encompassing the state of Washington (Figure 1) were used. All of the available Landsat 5 TM and Landsat 7 ETM+ ARD from 2006 to 2010 were considered. These five years were selected as both sensor data were available and the Landsat 5 orbit was quite stable compared to previous years when the orbit was not maintained [30]. Only data from weeks 16 (start date 15 April) to 46 (end date 17 November) were used to capture phenological differences over the growing seasons and to avoid periods of winter snow and frequent cloud at the time of Landsat overpass [25,31]. The study area is dominated by forest cover. The western and central northern parts of the state (h03v01, h03v02, h03v03, h04v01, h04v02) have a mild wet climate that is favorable for tree growth, particularly coniferous forests of Douglas fir, western hemlock, and Pacific red cedar [32]. The Olympic Mountains and Cascade Range cross the study area from north to south along the west coast and have an annual precipitation of about 381 cm in the Olympics and 279 cm in the Cascades [33]. The eastern slopes of the Cascades are in a rain shadow and are covered predominantly by dry Ponderosa pine forests [32]. Most of the lowland plains of the Columbia Basin (h05v02, h04v03, h05v03) are in the rain shadow of the Cascades and are treeless and dominated by shrublands, croplands, and pastoral agriculture [34]. The eastern Washington forests (h05v01, h06v01, h06v02, h06v03) are predominantly Rocky Mountain types with Ponderosa pine characterizing the forests at lower elevations and subalpine fir at higher elevations [32].

2.3. Percent Tree Cover 30 m Reference Data Derived from Airborne LiDAR

Goddard LiDAR, Hyperspectral & Thermal Imager (G-LiHT) data were used to derive percent tree cover data needed for training and validation. The G-LiHT sensor package provides simultaneous measurement of vegetation attributes (structure, foliar spectra and brightness temperature) at very high spatial resolution (~1 m) from a range of airborne platforms [13]. The 1 m gridded G-LiHT canopy height model (CHM) product—derived by selecting the maximum 1.5 μm LiDAR return height defined in 1-m grid cells [35]—was used. The 1 m CHM data were reprojected into the ARD projection and then the portion of canopy height ≥5 m within each ARD 30 m pixel was derived to provide an independent estimate of the 30 m pixel percent tree cover. The 5 m height threshold was used as it is a standard forest definition [36,37]. About 2021 square km of G-LiHT flight data acquired from 2012 to 2014 over predominantly mountainous terrain were initially considered (Figure 1, red lines). Of these data, about 80% had no valid CHM data and were not used. A total of 339,153 30 m percent tree cover reference pixels were derived.
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Figure 1. Study area over Washington State, USA, encompassed by 12 Landsat Analysis Ready Data (ARD) tiles (yellow outlines, top left: h03v01, bottom right: h06v03) each composed of 5000 × 5000 30 m pixels. The missing data on the northern border of the northeast tile (shown as white) are from Landsat images acquired only over Canada and so are not processed as ARD. To provide geographic context, the background shows the 5-year median of the Landsat 5 Thematic Mapper (TM) and Landsat 7 Enhanced Thematic Mapper Plus (ETM+) band 5 (red), 4 (green), 3 (blue) atmospherically corrected ARD metrics. The red colors show the Goddard LiDAR, Hyperspectral & Thermal Imager (G-LiHT) acquisition flight paths.

3. Methods

3.1. Additional ARD Processing

3.1.1. Weekly Composite Generation

The development of temporal composites that attempt to select the “best” available pixel over a specific reporting period to reduce data volume and improve data consistency has a long heritage [9,38–41]. In this study, weekly ARD composites were generated by selecting for each ARD 30 m pixel location the Landsat 5 TM or Landsat 7 ETM+ observation acquired in that week that had reduced atmospheric contamination, cloud, and shadow. The compositing approach was based on the original WELD approach [9] that relies on conventional maximum normalized difference vegetation index (NDVI) and maximum brightness temperature criteria, which are used because clouds and aerosols typically depress NDVI and brightness temperature over land [38,39]. Each week of TOA, Landsat 5 TM and Landsat 7 ETM+ ARD were composited together rather than independently. The TOA, rather than the atmospherically corrected ARD, were composited because the atmospheric correction is imperfect, particularly over deserts where there are no dense dark vegetation targets needed for the aerosol retrieval, under certain high aerosol load conditions, and in regions of cloud and...
relief shadow [28,42]. Surface reflectance weekly ARD composites were derived by replacing each TOA compositive reflectance value with the atmospherically corrected band equivalent. The computational approach and data structure to undertake this replacement are described in [29]. Global coverage WELD Landsat data compositive in this manner, but not using ARD input, are publically available [20].

3.1.2. BRDF Adjustment

Landsat BRDF effects are often visually apparent [4,43] and view zenith BRDF effects have been documented to be non-negligible and as great as 0.02 and 0.06 (reflectance units) in the Landsat visible and NIR bands, respectively [18]. Rather than using empirical solutions to minimize BRDF effects, which require the presence of similar land cover types or pseudo-invariant features located across each image that are sometimes unavailable [4,44], a semi-physically based BRDF adjustment approach was used. Specifically, the Landsat reflectance for each sensor band at each ARD pixel was adjusted to a nadir view (0° view zenith) and the observed solar zenith to provide Landsat nadir BRDF-adjusted reflectance (NBAR). A c-factor approach was used that is based on multiplying the Landsat reflectance with the ratio of the reflectances modeled using MODIS BRDF spectral model parameters for the observed Landsat and for a nadir view and a specified solar zenith [18]. A fixed set of global average MODIS BRDF spectral model parameters were used as the BRDF shapes of different terrestrial surfaces are similar over the narrow 15° Landsat field of view [18]. The BRDF adjustment was applied to the surface reflectance ARD and to the weekly composited surface reflectance.

3.2. Percent Tree Cover Mapping

Regression trees are a hierarchical non-parametric method used to predict continuous dependent variables by recursively partitioning the data into more homogeneous subsets [45,46]. Bagged regression trees are an established approach to estimate percent tree cover and are widely used when applied to multi-temporal metrics extracted from Landsat time series [5,40,44]. Multi-temporal metrics, such as the median and other percentile values, capture vegetation phenology but are generally insensitive to the timing of phenological differences across large areas, and are generally insensitive to missing data. Handling missing data is important because Landsat time series have gaps due to cloud cover [47], variable Landsat acquisition frequency [48], and sensor issues [49].

Bagged regression tree mapping was undertaken independently using multi-temporal metrics extracted from four different ARD processing levels, namely the (i) top of atmosphere ARD; (ii) atmospherically corrected ARD; (iii) BRDF adjusted atmospherically corrected ARD; and (iv) weekly composited BRDF adjusted atmospherically corrected ARD. For brevity, we refer to these four processing levels as TOA ARD, SRF ARD, NBAR SRF ARD, and NBAR SRF WEEKLY, respectively. For each processing level, multi-temporal metrics were extracted from the five years of growing season data (years 2006–2010, weeks 16–46). Specifically, at each 30 m pixel location, the 10th, 25th, 50th (i.e., median), 75th, and 90th percentiles of Landsat bands 3, 4, 5, and 7 were extracted. This provided five spatially explicit metrics per band (Figure 1 shows the 50th percentiles of three of the atmospherically corrected ARD bands). In total, 50 metrics were extracted (five percentiles for each of the 4 spectral bands, and five percentiles for each of the 6 spectral band ratios).

The G-LiHT-derived 30 m percent tree reference pixels were randomly divided into two portions with ~80% (271,316) used to build regression tree models and the remaining ~20% (67,837) set aside for validation. The regression tree models were defined using the percent tree reference data as the response variable and the 50 metrics as the explanatory variables. The 50 metrics were extracted using the same reference data locations from the (i) TOA ARD; (ii) SRF ARD; (iii) NBAR SRF ARD; and (iv) NBAR SRF WEEKLY data to generate four sets of regression trees and so four mapped results. The regression trees were generated in a similar manner as [17,31,51]. Specifically, 25 trees were derived
with tree growth terminated when additional splits decreased the model deviance by less than 0.001 of the root node deviance. Each 30 m pixel was processed 25 times and the final result was defined as the median of the 25 tree results. Sensitivity to the amount of training data was examined by selecting at random 0.08%, 0.16%, 0.4%, 0.64%, 0.8%, 1.6%, 2.4%, 3.2%, 4%, 4.8%, 5.6%, 6.4%, 7.2%, and 8% per tree of the 271,316 reference data.

The accuracy of each map was evaluated by comparison with the 67,837 G-LiHT-derived 30 m percent tree reference data. Two accuracy metrics were considered: the standard Pearson’s correlation coefficient ($r$) with a probability of type I error ($p$-value) and the root mean square error (RMSE) defined as:

$$r = \frac{\sum_{i}^{n} (v_{i} - \overline{v})(y_{i} - \overline{y})}{\sqrt{\sum_{i}^{n} (v_{i} - \overline{v})^2 \sum_{i}^{n} (y_{i} - \overline{y})^2}}$$

$$RMSE = \sqrt{\frac{\sum_{i}^{n} (v_{i} - y_{i})^2}{n}}$$

where $v_{i}$ is the percent tree cover for validation reference data $i$, $y_{i}$ is the corresponding regression tree mapped percent tree cover, $\overline{v}$ and $\overline{y}$ are their mean values, and there are a total of $n = 67,837$ validation 30 m reference data. Pearson’s correlation coefficient is bounded ($-1 \leq r \leq 1$) and measures the linear correlation between the mapped and validation values where 1 is positive linear correlation, 0 is no linear correlation, and $-1$ is negative linear correlation. The RMSE provides a more physically interpretable accuracy measure as it reports the difference between the mapped and validation data in percent tree cover units. A perfect map will have $RMSE = 0$ and $r = 1$.

4. Results

Figures 2 and 3 show Pearson’s correlation coefficient ($r$) and the root mean square error (RMSE) accuracy results, respectively. The two accuracy metrics reveal similar results. The mapping accuracy increased as more training data were used. The correlations were all significant ($p < 2.2 \times 10^{-16}$) and increased from 0.9186 (ARD TOA), 0.9174 (ARD SRF), 0.9173 (NBAR SRF ARD), and 0.9169 (NBAR SRF WEEKLY) using the smallest (0.08%) amount of training per tree to 0.9339, 0.9345, 0.9343, and 0.9342, respectively, when the greatest amount (8%) of training per tree was used. Similarly, the RMSE values decreased from 15.29% (ARD TOA), 15.41% (ARD SRF), 15.42% (NBAR SRF ARD), and 15.48% (NBAR SRF WEEKLY) with the smallest (0.08%) amount of training per tree to 13.86%, 13.79%, 13.82%, and 13.81%, respectively, when the greatest amount (8%) of training per tree was used.

The resulting maps based on the TOA ARD were more accurate than the ones based on the other processing levels when sparse training data ($\leq 0.16\%$ per tree) were used and were the least accurate when the most training data were used. The maps based on ARD SRF and NBAR SRF ARD were the most accurate when more training data were used, particularly when $\geq 0.64\%$ training data per tree was used. However, the mapped differences among the four processing levels were very small—in the third decimal place for the $r$ values and only tenths and hundredths of a percent for the RMSE values.

Figure 4 illustrates the percent tree cover map with the highest accuracy; that is, derived using the atmospherically corrected ARD (SRF ARD) and 8% training data per tree. The results are geographically plausible. The mapped tree cover in the lowland plains of the Columbia Basin and over water bodies (e.g., the Strait of Juan de Fuca and water bodies around Seattle, in the northwest of the study area) where trees are not expected is very low. The favorableness of the environment for forest development depends primarily, in this region, on rainfall and the mapped percent tree cover is broadly approximated by regional precipitation patterns. Thus, the densest percent tree cover is mapped on the windward (west) sides of the Olympic and Cascade Mountains; conversely, on the leeward (east) rain shadow sides less tree cover is mapped. Similarly, the western sides of the spurs of the Rocky Mountains in the east of the study area have a high percent tree cover.
Figure 2. Pearson’s correlation coefficient accuracy results derived as (1) for the four data processing levels using top of atmosphere ARD (TOA ARD), atmospherically corrected ARD (SRF ARD), BRDF adjusted atmospherically corrected ARD (NBAR SRF ARD), and weekly composited BRDF adjusted atmospherically corrected ARD (NBAR SRF WEEKLY). The results considering an increasing percentage of the training data are shown.

Figure 3. Root mean square error (RMSE) accuracy results derived as (2) for the four data processing levels using top of atmosphere ARD (TOA ARD), atmospherically corrected ARD (SRF ARD), BRDF adjusted atmospherically corrected ARD (NBAR SRF ARD), and weekly composited BRDF adjusted atmospherically corrected ARD (NBAR SRF WEEKLY). The results considering an increasing percentage of the training data are shown.
Figure 4. Mapped 30 m percent tree cover for the study area (Figure 1) derived by bagged regression tree estimation using 50 multi-temporal metrics extracted from the atmospherically corrected ARD (SRF ARD) data and 8% G-LiHT training data sampling. The magenta box shows the location of the detailed results illustrated in Figure 5.

5. Discussion

The overall mapping accuracies were high with RMSE, less than 16%, and with small differences among the four processing levels. As expected, the accuracies increased as more training data were used due to an increased likelihood of capturing spectral and temporal differences within and among percent tree levels [15–17,52]. The accuracy differences were negligible (≤0.07% RMSE) when the most training data (8% per tree) were used. Despite this, there are some patterns in the overall results that are discussed below.

The TOA ARD maps were the most accurate compared to the others when the least training data were used and were the least accurate when the most training data were used. This is likely because of the mountainous relief across the study area that reduced the reliability of the atmospheric correction due to direct/diffuse radiation coupling under shadow and partially shaded conditions (i.e., topographic effects) [53,54]. Use of fewer training data meant that atmospheric correction errors present in the other three processing levels were less likely to be sufficiently captured. Similarly, the NBAR derivation used the ARD viewing angles, which may not accurately capture the true viewing geometry in regions of rapidly changing mountainous relief, which will bias the NBAR derivation [55]. Research to develop new Landsat correction approaches that capture the direct/diffuse light coupling and BRDF effects is recommended, although such approaches will require a high-resolution digital elevation model and should also include corrections for Landsat adjacency effects that can be non-negligible [56–58].
When greater amounts of training data were used the SRF ARD had the highest overall percent tree cover estimation accuracies, followed by NBAR SRF ARD, NBAR SRF WEEKLY, and then TOA ARD percent tree cover estimations. The TOA ARD provided the lowest accuracy, likely because atmospheric effects and BRDF effects were not minimized. The SRF ARD and NBAR SRF ARD results were the most similar among the four processing levels. This may be because metrics derived from ARD percent tree cover estimations. The TOA ARD provided the lowest accuracy, likely because variations [59]. The NBAR SRF WEEKLY percent tree cover estimation accuracies were lower than the NBAR SRF ARD accuracies, which is likely because the weekly compositing process meant that fewer multi-temporal Landsat observations (at most one per week) were considered in the metrics generation. If large data volume processing is a constraint, then, given the marginal accuracy differences reported here, NBAR SRF WEEKLY data are appropriate for mapping purposes; this has been demonstrated at CONUS scale using monthly surface NBAR global WELD products [50].

In summary, the overall accuracy statistics often mask local differences when classifications are compared [17,60,61]. Figure 5 shows detailed percent tree cover estimations derived using the most training data (8% per tree) for the four processing levels. A 7 × 21 km subset is shown that was selected because it (i) includes bare ground as well as forested mountainous land; (ii) is geographically distant from any G-LiHT training data (Figure 1); and (iii) is generally representative of the study area mapping results. The subset is centered at Sherman Peak in the northeast corner of the study area (h06v01) and is covered by mixed conifer forests. There is little difference among the four results. The majority of disagreements occur on north-facing forested slopes where the maps derived using the atmospherically corrected data (SRF ARD, NBAR SRF ARD, and NBAR SRF WEEKLY) tend to be more accurate with higher tree canopy density than the TOA ARD results for the reasons discussed above.

Figure 5. Detailed 7 × 21 km subset centered at 48°35′49.48″N, 118°28′8.25″W (Sherman Peak and surroundings, WA) of (a) the 5-year median of the Landsat 5 TM and Landsat 7 ETM+ band 5 (red), 4 (green), 3 (blue) atmospherically corrected ARD metrics (from Figure 1), mapped percent tree cover 30 m derived using 8% training per tree and 50 multi-temporal metrics extracted from (b) top of atmosphere ARD (TOA ARD); (c) atmospherically corrected ARD (SRF ARD); (d) BRDF adjusted atmospherically corrected ARD (NBAR SRF ARD); and (e) weekly composited BRDF adjusted atmospherically corrected ARD (NBAR SRF WEEKLY).
It is well established that satellite-derived tree cover estimates tend to over- and under-estimate tree cover in sparse and densely treed areas, respectively [62,63]. Figure 6 shows the percent tree estimation error plotted as a function of percent tree cover; the colors show the frequency of occurrence of the errors. The results derived using the most training data (8% per tree) for the four processing levels are shown. The figure illustrates how the validation data cover the full range of percent tree cover (0 to 100%). As noted above, there is an over- and under-estimation in the estimated percent tree cover at low and high percent tree cover values, respectively. The majority of errors are less than about 15% in magnitude, which is expected (Figure 3). Importantly, for this study, there are no significant differences in the pattern of errors among the four ARD processing levels.

Figure 6. Percent tree cover estimation errors ($v-y$) plotted as a function of percent tree cover ($v$) where $y$ is a regression tree estimated value and $v$ is the corresponding validation data value, considering all 67,837 validation reference pixels; the plot colors show the frequency of occurrence of similar error values with a log2 scale. The results are shown for the percent tree cover maps derived using 8% training per tree and 50 multi-temporal metrics extracted from (a) top of atmosphere ARD (TOA ARD); (b) atmospherically corrected ARD (SRF ARD); (c) BRDF adjusted atmospherically corrected ARD (NBAR SRF ARD); and (d) weekly composited BRDF adjusted atmospherically corrected ARD (NBAR SRF WEEKLY).
We note that other supervised algorithms, such as random forest and support vector machine classifiers that are increasingly used for time series classification [10], may provide different results. Similarly, different results may be obtained if other features such as non-linear time series decomposition results [15], rather than multi-temporal metrics, are used. However, given the high accuracies reported in this study, we expect that the broad differences observed among the four sets of results (Figures 2, 3, 5 and 6) will be similar. Although the training data used in this study were derived from a random subset of the G-LiHT data that was small (at most 8% of the G-LiHT data per tree), the accuracies may be inflated due to spatial autocorrelation in the response and predictor variables [64,65]. We note, however, that for each ARD processing level, the training and validation data were selected at the same pixel locations and were used to generate and assess, respectively, the percent tree cover maps and, therefore, any spatial autocorrelation bias will be similar among the levels. In this study, a 5 m height threshold was used as it is a standard forest definition [36,37]. Use of other height thresholds or the introduction of additional percent canopy cover criteria to define the training data may change the accuracy of the reported results.

6. Conclusions

The release of the Landsat ARD reduces the pre-processing effort required to make large-area long time period Landsat percent tree maps. The results of this study demonstrate the utility of the ARD. It was straightforward to process the five years of Landsat 5 TM and 7 ETM+ ARD to generate the reported Washington State results using a conventional bagged regression tree and 50 multi-temporal Landsat metrics. Indeed, the greatest human effort was expended on derivation of the G-LiHT percent tree reference data used for training and validation.

This study compared the impact of different ARD processing levels on mapping accuracy over the state of Washington that is dominated by forested mountainous regions and so is challenging to map. Overall accuracies were high (RMSE < 16%) and with very small differences among the four processing levels considered: namely, (i) top of atmosphere ARD; (ii) atmospherically corrected ARD; (iii) BRDF adjusted atmospherically corrected ARD; and (iv) weekly composited BRDF adjusted atmospherically corrected ARD. The TOA ARD data provided the most accurate percent tree cover maps compared to the other input data when only small amounts of training data were used, and the least accurate maps when more training data were used. Given sufficient training data, the accuracy differences were negligible among the four different input data (≤0.07% RMSE), although the atmospherically corrected ARD provided marginally the highest accuracies. It is unknown if these differences will occur in other locations, particularly in regions with less complex terrain where atmospheric correction and BRDF adjustment approaches will be more reliable.
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