Spatial Upscaling of Sparse Soil Moisture Observations Based on Ridge Regression
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Abstract: Available ground-based observation networks for the validation of soil moisture remote sensing products are commonly sparse; thus, ground truth determinations are difficult at the validated remote sensing pixel scale. Based on the consistency of temporal trends between ground truth and in situ measurements, it is feasible to estimate ground truth by building a linear relationship between temporal sparse ground observations and truth samples. Herein, auxiliary remote sensing data with a moderate spatial resolution can be transformed into truth samples depending on the stronger representation of remote sensing data to spatial heterogeneity in the validated pixel relative to limited sites. When solving weighting coefficients for the relationship model, the underlying correlations among the in situ measurements cause the multicollinearity problem, leading to failed predictions. An upscaling algorithm called ridge regression (RR) addresses this by introducing a regularization parameter. With sparse sites, the RR method is tested in two cases employing six and nine sites, and compared with the ordinary least squares and the arithmetic mean. The upscaling results of the RR method show higher prediction accuracies compared to the other two methods. When the RR method is used, the six-site case has the same estimation accuracy as the nine-site case due to maintaining the diversity of in situ measurements through the analysis of the ridge trace and variance inflation factor (VIF). Thus, the ridge trace and VIF analysis is considered as the optimal selection method for the existing observation networks if the RR method will be used in future validation work. With a different number of sites, the RR method always displays the best estimation accuracy and is not sensitive to the number of sites, which indicates that the RR method can potentially upscale sparse sites. However, if the sites are too few, e.g., one to four, it is difficult to perform the upscaling method.
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1. Introduction

Soil moisture (SM) is an important hydrologic and climate variable, and it plays a key role in water and energy budgets [1]. With the development of remote sensing (RS) technology, a large number of operational global-scale SM microwave products have become available, e.g., Soil Moisture Active Passive (SMAP) products [2], Soil Moisture and Ocean Salinity (SMOS) products [3], and merged productions [4,5]. These products have been shown to provide useful information for geophysical applications, such as studies of the water cycle [6], numerical weather forecasting [7], runoff prediction [8], and climate change [9]. In practical studies, RS SM products are generally
assimilated into land surface models or hydrologic models to calibrate the parameters or to improve the state variables. Before employing these RS SM products, it is necessary to understand their accuracies. Two factors lead to limitation and difficulty in the accuracy evaluations of RS SM products [10]. One is the mismatch of the spatial scale between the ground single-point observations (~5 cm) and RS pixels (~25–40 km). The other is the strong spatial heterogeneity of SM. The above issues indicate that a large number of ground-based sites will be required to validate a single RS pixel. A great deal of available soil moisture measurement networks have been unified into a common dataset called the International Soil Moisture Network (ISMN) [11]. However, the spatial characteristic of the ISMN is not ideal for the evaluation of satellite-derived soil moisture products due to low sampling densities of observation networks or even only one observation site in a single RS footprint, unless the observation networks are optimally designed [12]. When the sampling designs are not good enough, effective upscaling algorithms can be implemented for sparse ground observation [13].

Upscaling algorithms generally utilize the spatial and temporal variability of in situ measurements. The spatial variability information of ground-based measurements is hard captured by sparse observation networks, but single point or averaged multipoint observations are generally adopted to represent the ground truth [14,15]. It is feasible to upscale the limited number of sites by analyzing the temporal behaviors of in situ measurements, e.g., temporal stability analysis finding the most representative site [16] or a Thiessen polygon area weighing the combination of all sites, assuming the representativeness of each site to its polygon field [17]. The temporal representativeness at a given spatial extent has a significant impact on upscaling accuracies, especially sparse ground-based sites, but the representativeness is difficult to measure due to the unknown ground truth [18].

Qin et al. [19] developed an upscaling algorithm based on the Bayesian linear regression for sparse ground observations, which did not need to measure the representativeness of ground-based sites. This algorithm can give a representative weighting combination of all temporal observations from different ground-based sites by combining with a moderate spatial resolution of RS used to represent temporal changes of ground truth in the validated pixel scale, and it has been successfully applied in different cases [20,21]. However, the underlying correlation between the temporal in situ measurements may cause issues including an unstable weighting combination of all ground-based sites, an overfitting problem, and redundant ground observations, which may lead to ineffective predictions.

In this paper, an upscaling algorithm called ridge regression (RR) is employed to handle the above problems. Two cases with sparse ground-based sites are used to test the performance of the RR method with a limited number of sites, and the ordinary least squares (OLS) method and the arithmetic mean (AM) method are also performed for comparison with the RR method. Finally, the impact of the number of ground-based sites on upscaling accuracies is discussed.

2. Materials and Methods

2.1. Study Area and Data

The study area is located in Naqu, which is situated on the Tibetan Plateau (TP), China. A multi-scale SM and temperature monitoring network on the central TP (CTP-SMTMN) was deployed in Naqu over an area covering approximately $1.0^\circ \times 1.0^\circ$ [22]. This network covers three scales, large, medium, and small, which have spatial extents of $1.0^\circ$, $0.3^\circ$, and $0.1^\circ$, respectively. As shown in Figure 1, the ground-based sites located within the $0.3^\circ \times 0.3^\circ$ grid are ideal for an upscaling algorithm study due to the high sample density. A total of 17 labeled sites in Figure 1 without missing measurements are used (see Table 1), and the average of all of the sites is considered as the relative ground truth (reference data) at the $0.3^\circ \times 0.3^\circ$ grid scale. Nine randomly selected ground-based sites (denoted by squares in Figure 1) are upscaled to a grid of $0.3^\circ$ to test the suitability of the upscaling algorithm for sparse sites. The in situ measurements obtained at a depth of 5 cm from May 2015 to October 2015 are adopted. MODIS eight-day albedo (MCD43B3) and daily land surface temperature (LST, MOD11A1
and MYD11A1) data are used to calculate the apparent thermal inertia (ATI) with a spatial resolution of 1 km for representing the spatial heterogeneity of SM within the 0.3° grid.

**Figure 1.** The study area and the locations of the CTP-SMTMN nodes.

**Table 1.** The information of ground-based sites.

<table>
<thead>
<tr>
<th>Site</th>
<th>Longitude (°)</th>
<th>Latitude (°)</th>
<th>Elevation (m)</th>
<th>Slope (°)</th>
<th>Aspect (°)</th>
<th>Clay (%)</th>
<th>Silt (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>91.771</td>
<td>31.683</td>
<td>4647</td>
<td>1.5</td>
<td>281.0</td>
<td>9.4</td>
<td>57.5</td>
</tr>
<tr>
<td>C2</td>
<td>91.808</td>
<td>31.691</td>
<td>4672</td>
<td>4.1</td>
<td>170.0</td>
<td>4.4</td>
<td>54.1</td>
</tr>
<tr>
<td>F1</td>
<td>91.799</td>
<td>31.693</td>
<td>4699</td>
<td>6.3</td>
<td>213.0</td>
<td>6.4</td>
<td>49.1</td>
</tr>
<tr>
<td>F2</td>
<td>91.787</td>
<td>31.703</td>
<td>4699</td>
<td>3.1</td>
<td>72.0</td>
<td>3.9</td>
<td>49.5</td>
</tr>
<tr>
<td>F3</td>
<td>91.802</td>
<td>31.716</td>
<td>4699</td>
<td>0.4</td>
<td>135.0</td>
<td>9.3</td>
<td>62.7</td>
</tr>
<tr>
<td>F4</td>
<td>91.774</td>
<td>31.698</td>
<td>4737</td>
<td>6.7</td>
<td>209.0</td>
<td>4.5</td>
<td>63.7</td>
</tr>
<tr>
<td>F5</td>
<td>91.786</td>
<td>31.694</td>
<td>4719</td>
<td>5.6</td>
<td>135.0</td>
<td>9.3</td>
<td>62.7</td>
</tr>
<tr>
<td>F7</td>
<td>91.904</td>
<td>31.671</td>
<td>4737</td>
<td>7.8</td>
<td>51.0</td>
<td>2.3</td>
<td>35.1</td>
</tr>
<tr>
<td>P1</td>
<td>91.730</td>
<td>31.782</td>
<td>4730</td>
<td>5.8</td>
<td>164.0</td>
<td>3.8</td>
<td>32.0</td>
</tr>
<tr>
<td>P10</td>
<td>91.846</td>
<td>31.808</td>
<td>4804</td>
<td>6.7</td>
<td>209.0</td>
<td>4.5</td>
<td>63.7</td>
</tr>
<tr>
<td>P2</td>
<td>91.725</td>
<td>31.743</td>
<td>4677</td>
<td>8.0</td>
<td>36.0</td>
<td>3.8</td>
<td>32.0</td>
</tr>
<tr>
<td>P7</td>
<td>91.904</td>
<td>31.671</td>
<td>4737</td>
<td>5.9</td>
<td>164.0</td>
<td>9.8</td>
<td>56.6</td>
</tr>
<tr>
<td>MS3494</td>
<td>91.750</td>
<td>31.806</td>
<td>4818</td>
<td>3.2</td>
<td>155.0</td>
<td>5.5</td>
<td>56.2</td>
</tr>
<tr>
<td>MS3501</td>
<td>91.783</td>
<td>31.754</td>
<td>4723</td>
<td>2.8</td>
<td>166.0</td>
<td>7.3</td>
<td>54.9</td>
</tr>
<tr>
<td>MS3518</td>
<td>91.795</td>
<td>31.662</td>
<td>4574</td>
<td>0.8</td>
<td>256.0</td>
<td>4.7</td>
<td>40.2</td>
</tr>
<tr>
<td>MS3523</td>
<td>91.755</td>
<td>31.639</td>
<td>4570</td>
<td>6.2</td>
<td>274.0</td>
<td>5.9</td>
<td>46.7</td>
</tr>
<tr>
<td>MS3527</td>
<td>91.740</td>
<td>31.614</td>
<td>4552</td>
<td>1.1</td>
<td>178.0</td>
<td>2.6</td>
<td>30.9</td>
</tr>
<tr>
<td>MS3533</td>
<td>91.793</td>
<td>31.587</td>
<td>4539</td>
<td>0.5</td>
<td>15.0</td>
<td>8.0</td>
<td>60.9</td>
</tr>
</tbody>
</table>

Note: All sites are deployed on alpine grasslands.

2.2. Methodology

A number of studies have been conducted to validate remote sensing SM products by upscaling ground-based point observations. It is important to develop an upscaling algorithm to face the current situation of the existing ground networks—low-density sampling. An effective solution is to establish a temporal relationship between the in situ measurements and the ground truth at the validated pixel scale for assigning weighting coefficients (WCs) to ground-based sites.
2.2.1. Obtaining Samples of Ground Truth at the Validated Pixel Scale

The samples representing ground truth at the validated pixel scale are needed to determine an appropriate relationship between in situ measurements and ground truth. The samples can be obtained by taking the mean of high-density SM networks [23], simulating SM by models [24–27] and auxiliary information related to SM derived from remote sensing data [20,28].

Remotely sensed observation and its derivative products, having high coverage and easy availability, can act as auxiliary data to capture the spatial distribution of SM. In this paper, ATI derived from MODIS with a moderate spatial resolution is adopted due to its inherent relationship with SM, and ATI with a spatial resolution of 1 km is computed using the MODIS albedo and LST products as follows [29]:

\[
\tau = A \frac{1 - \omega}{\Delta T}
\]

(1)

where \(A\) is the solar correction factor, and \(\omega\) represents the surface albedo. \(\Delta T\) denotes the maximum daily amplitude of land surface temperature, and it can be derived from the MODIS LST product. An empirical relationship between the in situ SM measurements \(\theta_{\text{in situ}}\) and MODIS-derived ATI \(\tau\) can be formulated as:

\[
\theta_{\text{in situ}} = f(\tau) + \eta
\]

(2)

where \(\eta\) represents the random error. The relationship function \(f(\cdot)\) is used to transform the ATI to SM. The samples representing the true values at the validated pixel can be calculated by averaging the SM obtained from Equation (2) within the validated pixel of 0.3°.

2.2.2. Determining Weighting Coefficients for Ground Sites

The temporal dynamic of SM at the validated pixel can be captured using the in situ measurements within or near the validated grid. An optimal linear relationship between the true values at the pixel scale \(V\) and the ground-based observations can be written as follows:

\[
\theta_{V} = \sum_{i=1}^{N} w_{i} \theta_{\text{in situ},i}^{t}
\]

(3)

where \(N\) is the number of ground-based sites, \(w_{i}\) is the WC assigned to the \(i\)th site and is constant in the time window \(t\) expressed as \([t_{1}, t_{2}, \cdots, t_{M}]\), and \(\theta_{\text{in situ},i}^{t}\) represents the temporal observations made at the \(i\)th site.

The equation used to estimate \(w_{i}\) is written as follows:

\[
D_{in-situ}^{t} \omega = \theta_{V, Samples}^{t}
\]

(4)

where \(\theta_{V, Samples}^{t}\) indicates the vector of samples of the SM truth \([\theta_{1}^{V, Samples}, \theta_{2}^{V, Samples}, \cdots, \theta_{N}^{V, Samples}]^{T}\), \(\omega\) is the vector of the WCs \([w_{1}, w_{2}, \cdots, w_{N}]^{T}\), and \(D_{in-situ}^{t}\) is the observation matrix:

\[
\begin{bmatrix}
\theta_{in situ,1}^{1} & \theta_{in situ,2}^{1} & \cdots & \theta_{in situ,N}^{1} \\
\theta_{in situ,1}^{2} & \theta_{in situ,2}^{2} & \cdots & \theta_{in situ,N}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
\theta_{in situ,1}^{M} & \theta_{in situ,2}^{M} & \cdots & \theta_{in situ,N}^{M}
\end{bmatrix}
\]

(5)

where \(\theta_{in situ,N}^{M}\) represents the observation at the \(N\)th site at time \(t_{M}\).

To minimize the estimation variance, the OLS method is generally used to determine \(\omega\):

\[
\hat{\omega} = (D_{in-situ}^{t})^{T} (D_{in-situ}^{t})^{-1} (D_{in-situ}^{t})^{T} \theta_{V, Samples}^{t}
\]

(6)
However, the underlying temporal correlations between $\theta_{i,\text{situ}}^t (i = 1, 2, \ldots, N)$ observed at different ground-based sites $i$ result in the multicollinearity problem, which means that a time series of observations at one ground-based site can be linearly predicted from the temporal observations at other sites with a substantial degree of accuracy. As the multicollinearity problem worsens, the diversity of $\theta_{i,\text{situ}}^t$ becomes lower. The multicollinearity problem increases the complexity of the prediction model (the existence of redundant sites), may cause the overfitting problem, and induces unreasonable WCs, e.g., negative values [30]. To reduce the adverse impact of multicollinearity when estimating $\omega$, the ridge regression is performed by adding a regularization parameter $\lambda$ to the diagonal direction of matrix $(D_{\text{situ}}^t)^T D_{\text{situ}}^t$ in Equation (6); then, the new form is as follows:

$$\hat{\omega} = [(D_{\text{situ}}^t)^T D_{\text{situ}}^t + \lambda I]^{-1} (D_{\text{situ}}^t)^T \theta_{V,\text{Samples}}^t$$

(7)

where the parameter $\lambda$ can be determined by analyzing the ridge trace, which represents the changes of $\hat{\omega}$ with different values of $\lambda$. When the WCs are stable, the parameter $\lambda$ is confirmed depending on subjective experience.

3. Results and Discussion

To test the performance of the RR method for sparse ground-based sites, the limited number of sites needs to be determined. By analyzing the statistical characteristics of $n$-site mean cases ($n = 1, 2, \ldots, 16$), the statistical indexes (e.g., standard deviation) tend to be stable when $n$ is greater than 10. Thus, the number of sites less than 10 is considered sparse, and then nine randomly selected ground-based sites with label names (see Figure 1) are upscaled to a grid of 0.3°. The case with six sites optimally selected by the analysis of the ridge trace from nine sites is compared with the nine-site case. The means of all the ground-based observations within the 0.3° × 0.3° grid are used as reference data to compare the upscaling results produced by RR, OLS, and AM. Finally, the impact of the number of sites on the upscaling methods is discussed.

3.1. Samples of True Values Based on MODIS-Derived ATI

To obtain samples of true values at the validated pixel scale, a relationship between SM and the ATI is established using the nine ground-based sites labeled in Figure 1. The monotonically increasing logarithm function is fitted well with a goodness of fit value of 0.72, as shown in Figure 2a. The regression model is used to transform MODIS-derived ATI to SM at a 1 km resolution grid. The samples of the true values are calculated by averaging all SM values within the 0.3° × 0.3° grid. However, due to the presence of cloud cover, 106 samples are obtained from May 2015 to October 2015, and approximately half of the samples are completely covered by SM values with a resolution of 1 km. The root mean squared error (RMSE) and the correlation coefficient ($r$) between the samples and the reference data are 0.030 cm$^3$/cm$^3$ and 0.867. The long-term trend and seasonal cycles of the true values at the upscaled pixel can roughly be captured by the samples, but the temporal amplitude of the samples displays obvious errors (see Figure 2b). Thus, the samples cannot be overfitted; otherwise, a model with poor predictive performance will be generated.
3.2. Analysis of Multicollinearity

The correlations between the in situ measurements on a time series can cause multicollinearity. As shown in Figure 3, except the sites MS3533 and P10 displaying moderate averaged correlations (0.5 ≤ |r| < 0.8), the others have high averaged correlation coefficients (|r| ≥ 0.8), indicating the existence of multicollinearity. The variance inflation factor (VIF) is used to quantitatively evaluate the multicollinearity. If the OLS method is used, the multicollinearity usually needs to be solved when the VIF value is greater than 10; otherwise, the prediction model may fail. In this case, the averaged VIF is 24.2, reflecting strong multicollinearity. Without impacting the diversity of in situ measurements, the averaged VIF can be further decreased to 7.6 by eliminating the minimum number of sites including sites MS3501, MS3518, and MS3527. Although the RR method can improve the multicollinearity problem without dealing with sites, the complexity of the prediction model in Equation (2) can be reduced by removing these sites.

3.3. Analysis of the Ridge Trace

The RR algorithm provides a solution to the multicollinearity problem. To successfully implement the RR upscaling method, the parameter λ in Equation (7) needs to be determined by analyzing the ridge traces. The curves of the WCs changing with λ are presented in Figure 4. The criterion determining λ is that $\hat{\omega}$ in Equation (7) should be reasonable, which depends on the subjective judgment, e.g., avoiding negative WCs.
When \( \lambda \) is equal to 0 (same as OLS), \( \hat{\omega} \) shows a large standard deviation of 0.31, and the largest WC (0.96) is assigned to site MS3501, which causes some unrealistic negative coefficients to balance the over-contribution from site MS3501 to the upscaling results. With the growth of \( \lambda \), the negative coefficients gradually trend positive, and all WCs become stable. In addition, the WC of the MS3501 site progressively decreases, meaning that the degree of over-contribution is reduced. Both sites MS3518 and MS3527, always having WCs close to 0, make small contributions to the upscaling results, indicating that they can be ignored in the upscaling process. When \( \lambda = 2.0 \), all WCs become positive; when the curves no longer intersect with each other, the WCs have become stable. Thus, \( \lambda \) can be determined as 2.0 to perform the RR algorithm.

Through the analysis of the ridge trace, sites MS3501, MS3518, and MS3527 are confirmed to be the leading cause of multicollinearity, which is fully consistent with the analysis results of VIF. The analysis of ridge traces combined with VIF can be considered as a method to optimally select sites from the existing observation networks when the RR method is used in the validation of RS SM products.

3.4. Upscaling Algorithm

Under sparse ground-based sites, the RR, OLS, and AM methods are compared with each other in two cases with six sites and nine sites, respectively. The six optimally selected ground-based sites, excluding MS3501, MS3518, and MS3527, are also used to detect the ability of the RR method to improve the multicollinearity problem.

As shown in Figure 5, the upscaling results of OLS are obviously close to the samples compared with those of the RR and AM methods. Due to the overfitting caused by the multicollinearity problem, the performance of OLS is determined by the accuracy of the samples. The RR method does not rely excessively on the samples by introducing a regularization parameter in Equation (7), and its upscaling results closely match the reference data. The AM method shows similar estimation accuracy to the RR method when nine sites are used. However, during the rainy season, the strong heterogeneity of SM caused by the non-uniformity of precipitation patterns is not accurately captured when six sites are used. When the soil is dry, the AM method does not clearly reduce the estimation accuracy as the number of sites decreases compared with the reference data.
Table 2 shows the accuracy of the upscaling results produced using the three methods before and after optimally selecting sites based on the analysis of ridge traces and VIF. The RR method has the highest estimation accuracies in the six-site and nine-site cases, and the performance of the OLS method is the worst of the three. For both the OLS and RR methods, the RMSEs of the six-site and nine-site cases are almost the same, indicating that the improvement in the multicollinearity by the optimal selection of sites maintains the estimation accuracy and reduces the complexity of the prediction models. For the AM method, the six-site case shows higher estimation errors than the nine-site case, indicating that the optimal selection of sites is ineffective to the AM method. The spatial distribution of sites capturing the spatial variability of SM is significant to the AM method [31], but the analysis of ridge traces and VIF focuses on the diversity of ground observations. Although the case with six sites adverse to the AM method cannot explain the unsatisfactory performance of the AM method, the ability to represent the spatial variability of SM using six sites in the AM method is far less than that of remote sensing with highly spatial coverage in the RR method. The AM method is not suitable to upscale sparse in situ measurements with strong spatial heterogeneity.

<table>
<thead>
<tr>
<th>Case (Unit: cm$^3$/cm$^3$)</th>
<th>OLS</th>
<th>RR</th>
<th>AM</th>
</tr>
</thead>
<tbody>
<tr>
<td>9-site</td>
<td>0.020</td>
<td>0.008</td>
<td>0.010</td>
</tr>
<tr>
<td>6-site</td>
<td>0.019</td>
<td>0.008</td>
<td>0.024</td>
</tr>
</tbody>
</table>

3.5. Impact of the Number of Sites on the Upscaling Accuracies

All of the upscaling cases employing combinations of two to 16 of the ground-based sites are performed using the three upscaling methods. The triple collocation method [32] is used to evaluate each case, and the averaged errors of the upscaling results employing the same number of ground-based sites for each upscaling method are shown in Figure 6.

The RR method always shows the optimal accuracy, followed by the AM method. The averaged accuracy of the seven-site cases obtained using the RR method is equivalent to that of the 16-site cases obtained using the AM method. The advantages of the RR method in upscaling the data from sparse sites is quite obvious compared with the AM method. The OLS method also has the potential to upscale the data from a limited number of sites because the averaged errors stabilize sooner than those of the RR and MA methods, but the accuracy of the samples remains an important problem, which is properly solved by the RR method. The estimation accuracy of the RR method becomes stable when the data from 10 sites are used, which can be considered as the optimal number of sites in this case. Although the RR method can accurately upscale sparse ground-based sites compared with OLS and
AM, it is unrealistic to solve cases with too few sites e.g., one to four, to face the 0.04 cm$^3$/cm$^3$ accuracy requirement of SM RS products.

The time series of in situ SM measurements combined with the auxiliary data related to SM are used to estimate the WCs assigned to each in situ measurement by building temporal linear equations, which is a feasible solution to upscale the sparse observations for the validation of remote sensing products. However, the underlying correlations on time series between in situ measurements cause multicollinearity, which may lead to unreasonable (e.g., negative or too large) WCs, an overfitting problem, and redundant ground-based sites. By introducing a regularization parameter, the RR method excludes unreasonable WCs. Meanwhile, the RR method does not overly depend on the samples of ground truth at the upscaled pixel scale, as in the OLS method. The analysis of ridge traces as a necessary step before performing the RR method cannot only determine the regularization parameter but can also find the unnecessary sites.

The performance accuracy of the RR method is influenced by the diversity of temporal in situ measurements. Compared with the representativeness of ground-based sites, the diversity is more easily identified through the analysis of ridge traces and VIF. Especially for sparse ground-based sites, it is very difficult to evaluate the representativeness due to unobtainable ground truth. Under the selection of the RR method, the diversity can be used as a guide to the optimal selection of ground-based sites from the existing observation networks. Without obviously changing the diversity, the unnecessary sites can be removed based on the analysis of ridge traces and VIF, which minimally affects the upscaling accuracy of the RR method.

Given a different number of sites, the performance of the RR method is always superior to that of the OLS and AM methods. On the one hand, the RR method employs auxiliary data related to SM to compensate the lacking representation of the spatial heterogeneity of SM by sparse in situ measurements, but also introduces the uncertainty of auxiliary data. Unlike the OLS method, however, the RR method does not overly rely on the accuracy of auxiliary data. On the other hand, with the growth of the number of sites, the prediction accuracy of the RR method does not show sustained improvement as that of the AM method, which indicates that the RR method is not sensitive to the number of sites relative to the AM method. The RR method can employ a limited number of sites to complete what the AM method completes using a large number of sites. Thus, it is feasible to upscale sparse ground observations using the RR method.

The key to employing the RR method is to determine a value for the regularization parameter. Currently, the regularization parameter is artificially estimated. The objective estimation of the regularization parameter will be considered in future work.
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