Unsupervised Clustering Method for Complexity Reduction of Terrestrial Lidar Data in Marshes
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Abstract: Accurate characterization of marsh elevation and landcover evolution is important for coastal management and conservation. This research proposes a novel unsupervised clustering method specifically developed for segmenting dense terrestrial laser scanning (TLS) data in coastal marsh environments. The framework implements unsupervised clustering with the well-known K-means algorithm by applying an optimization to determine the “k” clusters. The fundamental idea behind this novel framework is the application of multi-scale voxel representation of 3D space to create a set of features that characterizes the local complexity and geometry of the terrain. A combination of point- and voxel-generated features are utilized to segment 3D point clouds into homogenous groups in order to study surface changes and vegetation cover. Results suggest that the combination of point and voxel features represent the dataset well. The developed method compresses millions of 3D points representing the complex marsh environment into eight distinct clusters representing different landcover: tidal flat, mangrove, low marsh to high marsh, upland, and power lines. A quantitative assessment of the automated delineation of the tidal flat areas shows acceptable results considering the proposed method is unsupervised with no training data. Clustering results based on K-means are also compared to results based on the Self Organizing Map (SOM) clustering algorithm. Results demonstrate that the developed multi-scale voxelization approach and representative feature set are transferrable to other clustering algorithms, thereby providing an unsupervised framework for intelligent scene segmentation of TLS point cloud data in marshes.
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1. Introduction

Marshes have long been recognized as integral systems containing high biological productivity and diversity within the global ecosystem [1–4]. Positioned at the interface between aquatic and upland environments, they provide habitat for both aquatic and terrestrial organisms and perform critical nutrient cycling functions including waste regulation and water purification [1–3]. They also provide upland areas with a buffer against coastal hazards such as storms and hurricanes and are capable of mitigating shoreline erosion and attenuating floodwaters [5]. However, marshes are intertidal areas often located at low elevation with very little topographic relief. Even a small topographic change can cause major impacts on wetland ecosystems such as water flow, sediment deposition, and the amplitude and frequency of inundation [6–8]. Elevation changes of less than a few cm have a significant effect on plant distribution and productivity [6–8]. Hence, sea level rise (slr) associated with climate change and land subsidence pose major challenges for the management and conservation...
of marsh environments. The rate of SLR has accelerated from approximately 1.7 ± 0.3 mm/year during the 20th century [9] to about 3.4 ± 0.4 mm/year at present [10]. In many coastal areas such as the Northwest Gulf of Mexico, vertical land motion contributes a substantial component to the overall relative sea level rise (SLR). Due to their low elevations above mean sea level, the frequency of inundation of marshes associated with SLR will increase at a much higher rate than inundations associated to storm events [11]. Sediment accretion is a natural response that contributes to changes in elevation of a marsh surface relative to sea level. For a marsh to sustain its ecosystem function, its accretion rate must be at least equal to the pace of the SLR at its location as the vertical elevation of the marsh relative to mean sea level is critical for its productivity and stability [12]. Therefore, it is important to accurately characterize salt marsh surface elevation, landcover, and their changes to be able to predict whether salt marsh wetlands and the ecosystem function they support can withstand an accelerated rise in sea level.

Terrestrial Laser Scanning (TLS), also referred to as terrestrial light detection and ranging (lidar), uses a lidar scanner mounted on a tripod to produce 3D images of a scene. Lidar is an active remote sensing technology that measures the distance between the sensor and an object, most commonly by recording the laser pulse time-of-flight. This is done by precisely measuring the elapsed time between the emission of a laser pulse and the arrival of the reflection of that pulse to the sensor’s receiver [13]. TLS is able to record a large amount of topographic information with a sub-cm sampling density over an extended area in a relatively short period. Over the past decade, TLS technology has been widely applied to collect data at local spatial scales with fine point spacing [14–16]. The use of TLS is now well established in geology and landscape dynamics [17–20]. More recently, its potential in fluvial geomorphology [21,22], floodplain mapping [16], soil science [23], and wetland mapping [24–27] have begun to be explored. However, within the coastal marsh environment, the ability of TLS systems to resolve centimeter-level elevation differences between the vegetation and the bare earth surface is limited [28–30].

Extraction of ground and vegetation (landcover) information from TLS point cloud data of a marsh environment is a difficult task because of the complexity of the laser pulse interaction with the variety of vegetative structure, underlying topography including moist and dry ground, water, and other structures. The resultant scans provide a very complex 3D scene representation consisting of millions or hundreds of millions of points that cannot be individually segmented into homogeneous features (e.g., bare ground) without the use of intelligent data segmentation algorithms. The identification of points being from the ground, vegetation or anthropogenic structures requires filtering the data into like-groups or classes. To do so, methods must be developed and implemented to identify structure in the data prior to creation of a TLS end-product (e.g., digital elevation model of the tidal flat area). A voxel representation of 3D space provides a quantitative method to assess neighborhood properties in the TLS point cloud and coupled with individual point characteristics provides inputs for conducting pattern recognition. Inspired by the earlier octree-based method of [31], this research introduces a new voxel-based unsupervised method specifically developed for segmenting TLS point cloud data in coastal marsh environments. One major difference between this study’s approach and [31] is the criterion for the merging procedure. [31] merged voxelized point groups directly to each other based on proximity and coplanarity; points of neighboring subspaces were recursively merged if they passed a coplanar test. Coplanar point groups were then merged into “co-surface” point groups based on plane connection and intersection criteria. In contrast, this research merges points based on the similarity of various features computed from multi-scale voxelization of the point cloud data and from individual point features using unsupervised machine learning (data clustering). These features are targeted to help describe differences in the scan characteristics due to varying properties of the imaged landscape. In this way, the algorithm describes the complexity of the imaged scene in an automated framework. This approach allows one to search for patterns in the point cloud data including identifying ground and vegetation points as well as other unforeseen patterns. This method is referred to as automated reduction of TLS data complexity for marsh scene compression as the method will breakup very
complex and dense point cloud data into homogeneous groups (clusters) of points representing different terrain and landcover features.

2. Study Areas and Dataset

2.1. Study Site

The study site is a marsh located on a barrier island along the southern portion of the Texas Gulf Coast, USA, bounded by Corpus Christi Bay, the Laguna Madre, and the Gulf of Mexico called the Mustang Island Wetland Observatory (Figures 1 and 2). The study area is located on the bay side of Mustang Island and has a nominal 0.10 m tidal range. It is characterized as a microtidal dominated coast subject to diurnal tides [32]. The width of the barrier island in this region is approximately 2.2 km. Progressing from the Gulf shoreline inland to the Corpus Christi Bay shoreline, upland environment in the region ranges in elevation from approximately 0.52 to 5.49 m (NAVD88); high marsh environment ranges in elevation from 0.2 to 0.8 m; low marsh environment ranges in elevation from −0.1 to 0.3 m; tidal flat environment ranges in elevation from −0.05 to 0.5 m [32]. These elevation ranges overlap because different geo-environments can occur at the same elevation for different locations.

Figure 1. Study area at Mustang Island Wetland Observatory. The circular image overlaid on the satellite image is the study location. This area is shown in more detail in Figure 2 below.
The TLS survey area consists of a transect from upland to high marsh to low marsh, then tidal flat. The average elevation is highest for upland areas and lowest for low tidal flat area. The dominant environment of this study area is upland. The dominant vegetation species are *Zchizachyrium littorale* (coastal bluestem) and *Spartina patens* (gulf cordgrass) commonly found growing in mats. The second most prevalent environment of this study area is tidal flat (Figure 2), which are banks of exposed sediment regularly inundated. Tidal flat surfaces slope gently in elevation from mean high tide water level down toward mean spring tide low water level. High tidal flats are typically only partly submerged at high tide, whereas low tidal flats are located at lower elevation and regularly inundated at high tide. Low, regularly flooded tidal/algal flats are significantly less abundant than high flats in this area. These local tidal flats are designated as wind-tidal flats because flooding occurs mainly due to wind-driven tides [9]. Blue-green algae flourish in low tidal flats after long periods of inundation. In some of the study’s tidal flat area, salt marsh vegetation such as *M. litoralis* (shore medick), *Batis maritima* (pickle weed), and *Salicornia* spp. (glasswort) can be found sparingly. Low marsh areas are very high in biologic productivity. More frequently inundated areas near tidal creeks are dominated by *Avicennia germinans* (black mangrove) with *Batis maritima* (pickle weed) following. High marsh environment is the least abundant in the study area. It varies in elevation well above the mean high tide, therefore it is rarely inundated. Within the high marsh range, *Monanthochloe litoralis* (shoregrass) and *Salicornia* spp. (glasswort) are the dominant species [32].

2.2. Dataset

The Conrad Blucher Institute at Texas A&M University-Corpus Christi conducted a TLS survey of the Mustang Island Wetland Observatory on 14 March 2017 using a VZ-400 scanner manufactured by Riegl in Horn, Austria. The TLS survey was conducted during a spring low tide to minimize the area of water cover on the marsh surface. The 1550 nm near-infrared laser pulse used by this system is heavily absorbed by water or scattered (due to specular reflectance) [33] and hence information cannot be reliably captured from inundated areas. Furthermore, the scanner utilizes online waveform processing to enable multi-return echo detection with up to 10+ echoes per an emitted laser pulse, although such a high number of returns is not expected in a marsh environment. Specifications of the TLS can be found in Table 1.

**Figure 2.** Study area at Mustang Island Wetland Observatory on 14 March 2017. (a) Aerial image overlaid on background image was acquired from a small unmanned aircraft system (UAS), DJI Phantom 4, equipped with a 12.4 MP RGB camera; (b) study site from ground view showing part of the tidal flat area and vegetated landcover.
Table 1. Riegl VZ-400 factory specifications.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse repetition rate</td>
<td>Up to 300,000 kHz</td>
</tr>
<tr>
<td>Laser wavelength</td>
<td>1550 nm</td>
</tr>
<tr>
<td>Beam divergence</td>
<td>0.3 mrad</td>
</tr>
<tr>
<td>Spot size</td>
<td>3 cm at 100 m distance</td>
</tr>
<tr>
<td>Range</td>
<td>1.5 m (min), 600 m (max) *</td>
</tr>
<tr>
<td>Field of view</td>
<td>100° vertical × 360° horizontal</td>
</tr>
<tr>
<td>Repeatability</td>
<td>3 mm (1 sigma @ 100 m range)</td>
</tr>
<tr>
<td>Minimum stepping angle</td>
<td>0.0024°</td>
</tr>
</tbody>
</table>

* for natural targets with reflectivity >90%.

The TLS was mounted on a leveling tripod two meters above ground level, and a single scan was acquired targeting an approximately 16-hectare area at the study site. The scan was acquired at a full 360° horizontal field of view using the long distance ranging mode (600 m average range dependent on surface albedo). The horizontal and vertical stepping angle was set to 20 millidegrees, which resulted in an average point separation of 3.4 cm at 100 m radial distance from the scanner. Four reflector targets (10 cm cylinders) were spread throughout the scan scene and were subsequently used to georeference the point cloud. All targets were geodetically surveyed with real-time kinematic (RTK) global navigation satellite system (GNSS) positioning using an Altus APS-3 GNSS receiver (Altus Positioning Systems, Torrance, CA, USA). Differential corrections were provided by the Western Data Systems Trimble virtual reference station (VRS) network that offers centimeter-accuracy coordinates. The resultant point cloud consisted of 37,672,870 points with a mean density of 282 points/m².

For the study presented in this paper, the acquired TLS point cloud data were first clipped at a radial distance of 170 m away from the scanner to focus in on areas of higher point density and less scan occlusion from vegetation (Figure 2a shows this area). Due to the radially decreasing point density inherent with a single TLS scan, an octree filter was applied to better regularize the point spacing near the scanner in high density areas and reduce point density to save computational time [34]. The point clouds were mapped into voxels, and then the centroid of all points within each voxel were used to extract a point per a voxel. The voxel size was set to 2 cm × 2 cm × 1 cm to maintain high spatial detail in the horizontal and vertical component without over redundancy of information [35]. After this process, the number of points for this study’s point cloud was 9,572,446 with a mean density of 186 points/m². It is important to mention that this voxelization step was only applied to filter the point density prior to clustering. It is not related to the multi-scale voxelization procedure for feature extraction described in Section 3.2 below.

A small-unmanned aircraft system (UAS) survey was also conducted at the same time as the TLS survey using a DJI Phantom 4 UAV equipped with a 12.4 MP RGB camera. Accurate georeferencing of the acquired imagery is critical for comparison to the TLS point cloud data. Without proper ground control, the raw positional accuracy of the acquired imagery stemming solely from geotagging by the UAS platform’s onboard single-channel, non-differential GPS is roughly 1 to 5 m. Five aerial ground control targets (1.2 m × 0.8 m planar target with black and white bulls eye pattern) were placed at four corners and midpoint of the survey area. The target positions (x, y, z) were surveyed using the same RTK GNSS receiver and differential correction method applied to survey the TLS cylindrical targets as described above. This enabled horizontal positioning accuracy within 1 to 5 cm, which ensured consistent registration with the TLS point cloud data. A high resolution orthomosaic (1.5 cm ground sample distance) was generated from the overlapping image sequence using structure-from-motion photogrammetry. The resultant orthomosaic was used to aid in ground truthing and validate the clustering results (see Figure 2a).
3. Method

3.1. Overview

Figure 3 shows the flowchart of the developed method. The choice of features is one of the most important factors influencing the performance of the clustering algorithm. If the selected features represent the data well, the clusters are likely to be compact and separated and even a simple clustering algorithm such as K-means should identify a realistic segregation of the data set [36]. The main idea behind the novel framework presented here is to apply multi-scale voxel-based categorization of the 3D space to create a set of features that characterize the local complexity and geometry of the terrain. By “local geometry” it is meant how the information within the point cloud can be processed to indicate if the local geometry is more like a line (1D), a plane surface (2D), or whether points are distributed within the whole volume around the considered location (3D). For instance, at large scale, a power line can appear 1D; tidal flats can be represented as a 2D plane surface, while vegetation, such as Spartina spartinae mats in an upland area, can be distributed in the whole volume of a voxel and have a more 3D structure. Marsh surfaces and landcover are heterogeneous and their distinctive characteristics are seldom defined at a unique spatial scale, prompting the use of multi-scale criteria. When combining information from different scales, we have the potential to build signatures that better characterize marsh surface topology. Multi-scale voxelization can effectively characterize different types of vegetation as a small volume voxel will not store enough information to accurately extract features of a wide spread homogeneous area such as a tidal flat. A large capacity voxel will not capture more finely detailed objects such as the geometrical characteristics of different types of marsh vegetation. One of the main goals of this research is to identify a combination of features that is able to segment efficiently and accurately the marsh terrain at a high resolution. If features were only computed on the basis of voxels, clustering would be limited to the voxels and all points in a voxel would be assigned to the same cluster, regardless of the clustering algorithm. To address this effect, point-based characteristics are also included as part of the clustering algorithm input. TLS-based point features that reflect the characteristic of the surface such as elevation, relative reflectance and pulse waveform deviation were selected along with the per-voxel features. The latter two features, relative reflectance and pulse waveform deviation, are per-point measures recorded by Riegl’s V-line of scanners including the VZ-400 TLS used in this study. The selection of these features, or feature engineering, is described in Section 3.2. Furthermore, two clustering algorithms were evaluated: the well-known K-means (Section 3.4) and Self-Organizing Map (SOM) (Section 3.5) algorithms.

Another challenge with data clustering is determining the optimal number of clusters (“k”) that will best segment one’s data. While there may be some subjectivity depending on the level of details sought, the goal of this study was to develop an automated process. A method was sought that, when applied to TLS point cloud data, allows the extracted feature set to resolve clusters in an optimal way based on a given cost function. The result will be an “optimal” segmentation of the point cloud for the given set of features and clustering algorithm. The resulting number of clusters will vary depending on the marsh site and will be a reflection of the complexity of the scene, useful information in itself. For example, a marsh site with a small number of clusters should represent a less varied landscape such as mostly tidal flats while a marsh site resulting in many clusters may be populated by different types of vegetated areas. To determine the optimal number of clusters (optimal “k”) the Davies-Bouldin cluster evaluation criterion was implemented (See Section 3.3).
3.2. Feature Engineering

In this research, voxelization was not utilized as a segmentation technique as in earlier studies [37,38] but as a feature engineering technique. The following paragraphs describe the major function and steps of the methodology. First, the octree voxelization “splitting” process starts by using the whole data set as a root node. The data set space is repeatedly divided into 8 equal voxels until one of these three criterions is met: (1) the maximum number of points that a voxel can contain, (2) the minimum voxel dimension, or (3) the maximum number of subdivisions, usually referred to as voxel depth is reached. If a voxel has more points than allowed or a voxel’s dimension is larger than the minimum dimension, the voxel will be recursively subdivided until it reaches the maximum depth. In this experiment, the number of points in each voxel varied. The farther away from the scan center, the point density decreases and the voxel size adapts resulting in lower density voxels.

Two scales of voxels were used to create features from the segmented and octree filtered point cloud as described in Section 2.2 above. A fine scale was selected to match the size of a combination of a few vegetation species. Salt marsh plants such as Batis maritima at the study site are dioecious, perennial sub shrubs with heights in the range of 0.1–1.5 m and a span of 1–2 m for a group of plants. Therefore, to capture the different types of vegetation and marsh environmental features, a voxel size of 260 cm × 260 cm × 9 cm was selected. The 9 cm vertical range, smaller than the voxel’s lateral dimensions of 260 cm, was chosen to match the overall scene’s environments. For example, data from tidal flats are concentrated in thin vertical slices. In addition, voxel sizes smaller than 260 cm would result in many voxels containing less than the required minimum of at least 10 points to compute voxel-based statistics. The coarser scale voxels were selected to capture broader spatial scale differences between environment types, such as between tidal flats and vegetated areas. Tidal flats typically span several meters. To identify these more widely spread features, a voxel size of 530 cm × 530 cm × 18 cm was selected. For both voxel sizes, their respective dimensions are also driven by the initial point cloud aspect ratio, i.e., 340 cm × 340 cm × 10 m (340 m stems from the 170 m radial distance used to set the cloud extent described in Section 2.2 and 10 m represents the maximum height of representative features expected above ground level in the study area).

Once voxelization is applied, point cloud statistical features are computed to capture the variability within each voxel characteristic of differing terrain types or other scene features. The following set of five features is extracted for each fine and broader scale voxel: standard deviation of height
(usually referred to as surface roughness), standard deviation of reflectance, standard deviation of waveform deviation, and two indexes referred to as curvature 1 and curvature 2 based on Principal Component Analysis (PCA) describing the general curvature of the point clouds within the voxels.

Standard deviations with the voxel points are calculated because they reflect the complexity of the terrain surface. When the standard deviation approaches one (assuming the feature is normalized), it indicates a very heterogeneous surface. When a voxel standard deviation approaches zero, it indicates that the surface is very homogeneous. For example, standard deviation of point height, $\sigma_z$, for a tidal flat will be smaller and closer to zero compared to a mixed vegetation area. The waveform deviation is an indicator of how clean the laser pulse reflection is coming back to the scanner relative to the outgoing laser pulse; the smaller the waveform deviation value, the less noise it contains. Similar to standard deviation of the point height, standard deviation of pulse waveform deviation for a tidal flat will be smaller and closer to zero compared to a mixed vegetation area that can generate a convolved, mixed signal waveform. The calibrated relative reflectance measure provided by Riegl’s V-line scanners is a ratio of the actual amplitude of that target to the amplitude of a white flat target at the same range, orientated orthonormal to the beam axis, and with a size in excess of the laser footprint. The actual reflectance reading is given in decibel (dB). Negative values hint to diffusely reflecting targets, whereas positive values are usually retro-reflecting targets. A relative reflectance higher than 0 dB generally results from targets, such as corner cubes or reflector foils, reflecting with a directivity different from that of a Lambertian reflector [39].

For a voxel containing a 3D point set, $p_i(x_i, y_i, z_i, R_i, D_i)$ for $i = 1, \ldots, N$ number of points, the standard deviations of the point set’s height (surface roughness) is $\sigma_z$, point set’s relative reflectance value is $\sigma_R$, and point set’s waveform deviation value is $\sigma_D$, where $x, y, z$ are coordinate values.

Principal Components Analysis is a common statistical approach used to transform multi-variate data into linearly uncorrelated variables called principal components. Each variance value of the principal components corresponds to its eigenvalue [38]. The PCA technique is applied to the point cloud following the method developed by [38]. The variabilities in the morphometric structures (geometry) are analyzed by applying PCA to the 3D data within each voxel with the resulting eigenvalues derived from the covariance matrix [40]. For each voxel, three eigenvalues, $\lambda_1$, $\lambda_2$, and $\lambda_3$ ($\lambda_1 \geq \lambda_2 \geq \lambda_3$), are derived from the 3D point set of $N$ points, $p_i(x_i, y_i, z_i)$ ($i = 1, \ldots, N$). $\lambda_1$ quantifies the variance explained by the first dimension, while $\lambda_2$ and $\lambda_3$ do so for the second and third dimensions respectively. Curvature indexes are derived based on the eigenvalues with $c_1 = \lambda_1 / (\lambda_1 + \lambda_2 + \lambda_3)$ [41]. The largest curvature value, $c_1$, is referred to as curvature 1. A voxel with a point cloud associated with a dominant value for $c_1$ ($c_1 \approx 1$ and $c_{23} \approx 0$), has a 1D-like distribution. If a voxel has $\lambda_1 = 0.5$, $\lambda_2 = 0.4$, and $\lambda_3 = 0.1$ the geometry of this voxel can be characterized as a 2D-like surface, while a voxel with $\lambda_1 = 0.4$, $\lambda_2 = 0.3$, and $\lambda_3 = 0.3$ is characteristic of a 3D-like geometry. The study site is part of a salt marsh, and thus a goal of the clustering algorithm is to separate vegetation areas that have 3D-like distributions from tidal flats that have 2D-like distributions. The ratio of $\lambda_3$ to $\lambda_2$ is used to quantify such difference and is referred to as curvature 2 and expressed by Equation (1).

$$a = \frac{\lambda_3}{\lambda_2}$$

In addition, per point features were also extracted from the point cloud. These point features are height (elevation), $Z$, relative reflectance, $R$, and waveform deviation, $D$, as described above. Note that the point’s planar coordinates are not part of the selected features to favor segregation by environment type.

In summary, after the features are extracted, 13 different features characterize each point of the data set: 5 features for each small and broad scale voxelization (10 total) and 3 per-point features. These features have different dynamic range and units. Normalization is an essential preprocessing step in K-means and SOM clustering methods [42]. Both methods are based on minimizing the Euclidean distance between the data set points and cluster centroids, which are sensitive to differences.
in magnitude or scale of the features. Because of the differences in range in features’ values, one feature can overpower the other one. Normalization prevents the outweighing of some attributes and equalizes the magnitude and variability of all features by standardizing their values from different dynamic ranges into a specified range. There are three common normalization methods; they are Min-max, Z-score, and decimal scaling normalization [42]. In this research, we used Z-score to normalize the multiple features. In Z-score normalization, the values for a feature $x$ are normalized based on the mean and standard deviation of $x$. For sample data with mean $\mu$ and sample standard deviation $S$, z-score of a feature $x$ is computed as:

\[
    z_{\text{score}} = \frac{(x - \mu)}{S}
\]

where:

\[
    S = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu)^2}; \quad \mu = \frac{1}{N} \sum_{i=1}^{N} x_i
\]

3.3. Determination of the Number of Clusters

Many criteria have been proposed for determining an optimal number of clusters; examples are the Dunn, Calinski Harabasz, Silhouette, Gap, and Davies-Bouldin cluster criterions. These criteria have the common goal of identifying a number of clusters that result in compact well separated clusters and each has pros and cons in terms of applications. The Davies-Bouldin criterion was used in this research because of its reasonable performance in many clustering scenarios relative to more complex metrics [38], and the ability of the method to handle very large data sets with reasonable computing times on a high-performance desktop computer. The latter criteria is also advantageous for eventual real-time operation of an unsupervised clustering method for rapid 3D data segmentation based on the method presented here. The Davies-Bouldin index is a function of the ratio of the sum of within-cluster scatter to between-cluster separation [43]. The goal of the method is to find the number of clusters and data segregation that minimizes this index. The Davies-Bouldin index is defined as Equation (3) below.

\[
    DB = \frac{1}{k} \sum_{i=1}^{k} \max_{j \neq i} \{D_{ij}\}
\]

where $D_{ij}$ is the within-to-between cluster distance ratio for the $i$th and $j$th clusters,

\[
    D_{ij} = \frac{(d_i + d_j)}{d_{ij}}
\]

and $d_i$: the average distance between each point in the $i$th cluster and the centroid of the $i$th cluster. $d_j$: the average distance between each point in the $j$th cluster and the centroid of the $j$th cluster. $d_{ij}$: the Euclidean distance between the centroids of the $i$th and $j$th clusters.

3.4. K-Means

In this research, we used K-means clustering, or Lloyd’s clustering algorithm [44], which is an iterative, data-partitioning algorithm that assigns each point of a data set to exactly one of $k$ clusters with the clusters defined by their centroids and the optimal $k$ determined by the Davies-Bouldin criterion. The K-means algorithm utilized here was implemented with Matlab and proceeds as follows:

1. Choose $k$ initial cluster centroids using the K-means++ algorithm for cluster center initialization. The K-means++ algorithm uses a heuristic to find centroid seeds for K-means clustering to improve the computational efficiency of Lloyd’s algorithm [44], and the quality of the final solution [45].
2. Compute point-to-cluster-centroid distances for full data set and for each centroid.
3. Apply a two-phase iterative algorithm to minimize the sum of point-to-centroid distances, summed over all \( k \) clusters.
   a. Batch updates: each iteration consists of reassigning points to their nearest cluster centroid, all at once, followed by recalculation of cluster centroids. This phase occasionally does not converge to a solution that is a local minimum. That is, a partition of the data where moving any single point to a different cluster increases the total sum of distances.
   b. Online updates: points are individually reassigned if doing so reduces the sum of distances, and cluster centroids are recomputed after each reassignment. Each iteration during this phase consists of one pass through all the points. This phase converges to a local minimum. Finding the global minimum is solved by an exhaustive choice of starting points by using variety of replicates with random starting points typically resulting in a solution.

4. Compute the average values in each cluster to obtain \( k \) new centroid locations.

5. Repeat steps 2 through 4 until cluster assignments no longer change, or the maximum number of iterations is reached.

3.5. SOM

In addition to the K-means algorithm, the Kohonen’s Self Organizing Map \([46,47]\) algorithm is used to identify underlying structure and natural patterns across the data set. The objective of a SOM is to map input data patterns onto a \( n \)-dimensional grid of neurons. That grid forms the output space, while the input space is the same set of features described above. Given the nonlinear functions of the neurons, SOM is capable of a more complex clustering geometry providing a valuable comparison for the relatively simpler K-means method. Another advantage of SOM over other clustering methods is the preservation of topological patterns, i.e., the organization of the map of clusters follows a pattern in the output space that is correlated with the progression of the input features most responsible for the resulting clustering. The SOM training algorithm can be described as follows:

\[
\begin{align*}
X & \text{ is the set of } n \text{ training patterns } x_1, x_2, \ldots, x_n; \\
W & \text{ is a } p \times q \text{ grid of units } w_{ij} \text{ where } i \text{ and } j \text{ are their coordinates on that grid; } \\
\alpha & \text{ is the learning rate, assuming values in } [0, 1], \text{ initialized to a given initial learning rate; } \\
r & \text{ is the radius of the neighborhood function } h(w_{ij}, w_{mn}, r), \text{ initialized to a given initial radius; }
\end{align*}
\]

1. Calculate \( d_{ij} = \|x_k - w_{ij}\| \) for all \( w_{ij} \in W \) with \( k = 1 \) to \( n \).
2. Select the unit that minimizes \( d_{ij} \) as the winner \( w_{\text{winner}} \).
3. Update each unit \( w_{ij} \in W: w_{ij} = w_{ij} + \alpha h(w_{\text{winner}}, w_{ij}, r) \|x_k - w_{ij}\| \).
4. Decrease the value of \( \alpha \) and \( r \).
5. Repeat steps 1–4 until \( \alpha \) reaches 0.

SOM clustering for this work was performed in Matlab. The developed SOM network had one layer, with neurons organized in a grid. As explained further in Section 4 below, based on the Davies-Bouldin optimization criterion for K-means, the results showed that eight was an optimal number of clusters based on the given feature space and data set. Hence, to evaluate performance of the SOM algorithm relative to the K-means output, the SOM grid dimensions were specified as two rows by four columns, which created a total of eight neurons or clusters. The weight vector associated with each neuron moves to become the center of a cluster of input vectors. In addition, neurons that are adjacent to each other in the hexagon topology should also move close to each other in the input space because of the distance function between the neurons. Therefore, SOM is useful for visualizing a high-dimensional input space in the two dimensions of the network topology. The second important parameter in SOM is selecting training steps for initial covering of the input space. Here, it was specified as 1000 iterations with the initial neighborhood size of three, because the network provided consistent results at 1000 iterations.
4. Results and Discussion

4.1. Clustering Results

Using the data measured within a 170 m radius circle around the TLS scanner (see Section 2), K-means runs were performed to generate clusters based on all previously mentioned point and voxel features. Davies-Bouldin (DB) indexes were computed while increasing the number of clusters (2–30) and using the normalized features (see Section 3.2). For each cluster size, DB was computed for 50 replicates with a maximum of 1000 iterations. The mean and minimum DB values of the 50 replicates are plotted in Figure 4. The smallest DB values are obtained for two and three clusters because large inter-cluster distance values typically occur when the number of clusters is low for K-means [48]. However, a marsh surface is a complex and heterogeneous environment requiring a larger number of clusters to be properly described. Therefore, instead of simply selecting the $k = 2$ which leads to the minimum DB value as shown in Figure 4, a local minimum for $k > 3$ was selected based on the following rule [43]:

$$k_{opt} = \arg \min_{k} [DB(k)_{50 \text{ replicates}}] \text{ for } \{k = 4, \ldots, k_{\max}\}$$  \hspace{1cm} (5)

Here, $k_{\max}$ was set to 30 clusters as we do not want, nor expect marsh landcover to require segmentation into more than 30 homogenous groups. As shown in Figure 4, $k = 8$ clusters was determined to be the local minimum DB value, $k_{opt}$, for $k > 3$. Note that the mean DB values are similar for $k > 3$ and that the selection of $k = 8$ was guided by the minimum DB value (Equation (5)) and the expected number of clusters given the main marsh features. Out of the 50 replication runs for $k = 8$, the run that derived the minimum DB value was selected as the K-means cluster solution for the eight clusters.

![Image of DB index values: DB mean with standard error and DB minimum.](image)

The main goal of this research is to use the clustering algorithm to identify patterns in the point cloud data and associate resultant clusters to marsh landcover features, such as exposed ground and vegetation points as well as other unforeseen patterns. Results for six of the selected eight clusters are presented in Figure 5. In Figure 5a the combined locations identified by three of the clusters are mapped. One can observe contiguous tidal flat areas surrounded by vegetated areas. In Figure 5b points identified by the combination of three other clusters are displayed. Vegetated areas surround the tidal flats as expected for a marsh with the vegetation pattern transitioning from low marsh, to high marsh, to upland. In Figure 5a the three clusters are identified as representing: high tidal flats, low tidal flats with sparring algal coverage and partially vegetated tidal flats. The three clusters illustrated in
Figure 5b represent vegetated areas: Black Mangrove, low marsh to high marsh, and upland vegetation. The results show that the method segments different portions of the point cloud based on the selected computational features and captures well the natural pattern of the study area. An additional cluster captures the small portion (0.1%) of the point cloud belonging to a power line while the last cluster, only 0.2% of the point cloud, was spread across the study area and not directly identifiable.

Table 2 below further summarizes the cluster decomposition of the scene including the percentage of the entire point cloud included in each cluster. The results indicate that besides three tidal flat environments the developed method recognizes explicitly Black Mangrove but only identifies other vegetated areas as two aggregates: low marsh transition to high marsh and upland vegetation. It may be possible to identify more specifically individual vegetation types if the point cloud was segmented into more clusters.

![Figure 5](image)

**Figure 5.** K-means clustering results (a) tidal flat clusters (b) vegetated area clusters overlaid on UAS imagery.

**Table 2.** Summary of K-means and SOM cluster results for \( k = 8 \) clusters based on the optimized DB solution. The first column shows the cluster numbers for K-means and SOM that were identified for each marsh environment. Multiple clusters identifying tidal flats area (K-means and SOM) and low marsh to high marsh area (SOM) were regrouped into combined clusters. The percentages represent the portion of the points assigned to an environment for K-means and SOM based on a total of 9,511,286 points in the TLS point cloud.

<table>
<thead>
<tr>
<th>Marsh Environment</th>
<th>Cluster Numbers</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K-Means SOM</td>
<td>K-Means SOM</td>
</tr>
<tr>
<td>Tidal flats (high flats, low flats with sparing algal coverage, partially vegetated flats)</td>
<td>1, 4, 8 1, 4, 8</td>
<td>61.2 50.3</td>
</tr>
<tr>
<td>Black Mangrove vegetation</td>
<td>2 2</td>
<td>10.8 9.3</td>
</tr>
<tr>
<td>Low marsh to high marsh vegetation</td>
<td>3 5, 7</td>
<td>17.2 30.7</td>
</tr>
<tr>
<td>Upland vegetation</td>
<td>5 6</td>
<td>10.4 9.5</td>
</tr>
<tr>
<td>Power line</td>
<td>6 3</td>
<td>0.1 0.2</td>
</tr>
<tr>
<td>Mixed</td>
<td>7</td>
<td>0.3</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>100 100</td>
</tr>
</tbody>
</table>

In Table 2 and in Figure 6, the K-means results are compared with the SOM segmentation. Overall, the SOM method partitions the study area in very similar clusters as compared to the K-means results.
SOM identifies three tidal flat clusters but four vegetated clusters. Both K-means and SOM identify the presence of the power lines but SOM does not have an unidentified group of points spread across the scene and hence is a little more efficient in its clustering for this case. The number of points in each cluster, however, differ. K-means identifies about 61% of the point cloud as tidal flats while SOM assigns about 50%, both methods doing so in three tidal flat clusters: high flats, low flats with sparring algal coverage and partially vegetated flats. While K-means assigns more points to tidal flats than SOM, SOM assigns more points to its four vegetation clusters, including two clusters identified as low marsh transition to high marsh area. One of these two SOM clusters identifies the higher elevation portion of the marsh transition while the other cluster identifies the lower one. Hence, classification differences are for transition areas with vegetation density likely playing an important role. For example, K-means identifies transition zones with sparse vegetation as vegetated tidal flats while SOM identifies these same areas as transition from low to high marsh. Overall, K-means identifies about 17% of the point cloud as low marsh transition to high marsh area while SOM identifies about 30% of the point cloud as such. K-means and SOM identify virtually the same vegetated upland and mangrove areas in respective proportions of the point cloud of 10.4% vs. 9.5% and 10.8% vs. 9.3%. Overall, both methods performed well for the unsupervised identification of the main marsh areas, the different tidal flats and vegetated areas.

![Figure 6](image_url)

**Figure 6.** Clustering results of (a) K-means and (b) SOM overlaid on UAS imagery. All clusters shown. Variability in point density and occlusion stemming mostly from vegetation for a single TLS scan position can also be observed.

### 4.2. Classification Accuracy

To further quantify the cluster partitioning and compare the methods, polygons for a portion of tidal flats in the study area were created and delineated from the co-aligned UAS imagery based on interpretation by a marsh expert. The polygons and clusters were overlaid in order to compute the number of tidal flat points that fall inside the polygons (Figure 7a,b) and estimate unsupervised classification error. The summary of the quantitative assessment for tidal flat is described in Table 3. Using K-means, about eighty-eight percent of all points falling inside the polygon are part of tidal flat clusters while about twelve percent are vegetation clusters. This corresponds to an approximate 12% error of omission for K-means tidal flat points. SOM results are similar to K-means; however, K-means results are slightly more accurate than SOM in identifying tidal flats. Using SOM, about eighty-five percent of all points falling inside the polygons are part of tidal flat clusters while
about fifteen percent are part of vegetation clusters. This corresponds to an approximate 15% error of omission for SOM tidal flat points. Very few number of points falling inside the polygons are part of power line or mixed clusters; 0.1% for K-means and 0% for SOM, respectively.

![Figure 7](image_url)

**Figure 7.** Quantitative assessments of K-means and SOM in identifying tidal flat. Aerial image is from the UAS. (a) K-means results overlaid over the polygon; (b) SOM results overlaid over the polygon.

**Table 3.** Summary of the quantitative assessments for K-means and SOM in identifying tidal flats. The first column shows the cluster numbers for K-means and SOM that were identified for each marsh environment. The percentages represent the portion of the points for an environment that fell within the tidal flat polygons based on a total of 3,706,708 points. Clusters 1, 4, 8 for both K-means and SOM represent tidal flat area, and the percentages shown for those clusters represent the unsupervised classification accuracy for tidal flat.

<table>
<thead>
<tr>
<th>Marsh Environment</th>
<th>Cluster</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K-Means</td>
<td>SOM</td>
</tr>
<tr>
<td>Tidal flats (high flats, low flats with sparing algal coverage, partially vegetated flats)</td>
<td>1, 4, 8</td>
<td>1, 4, 8</td>
</tr>
<tr>
<td>Black Mangrove vegetation</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Low marsh to high marsh vegetation</td>
<td>3</td>
<td>5, 7</td>
</tr>
<tr>
<td>Upland vegetation</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Power line</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Mixed</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Similarly, polygons for a portion of vegetation areas in the study site were created and delineated from the co-aligned UAS imagery. The polygons and clusters were overlaid in order to compute the number of vegetation cluster points for K-means and SOM (refer back to Table 3 to see vegetation clusters) that fall inside the polygons (Figure 8a,b). Using K-means, about seventy percent of all points falling inside the polygon are part of vegetation clusters, while about thirty percent are tidal flat clusters. This corresponds to an approximate 30% error of omission for K-means vegetation points. In contrast, SOM results are more accurate than K-means in identifying vegetation areas. Using SOM, about ninety percent of all points falling inside the polygons are part of vegetation clusters while about ten percent are part of tidal flat clusters. This corresponds to an approximate 10% error of omission for
SOM vegetation points. Zero percent of all points falling inside the polygons are part of power line or mixed clusters for both K-means and SOM.

Using both sets of polygons, the commission error was computed for tidal flats and vegetation. K-means had 17% commission error for tidal flats (vegetation points being committed to tidal flat points) and 23% for vegetation (tidal flat points being committed to vegetation points). In contrast, SOM had 7% commission error for tidal flats and 23% for vegetation.

Finally, a polygon for the road in the study area was created and delineated from the co-aligned UAS imagery. The road does not fall into tidal flat or vegetation landcover though one would expect it to more closely align with tidal flat due to it being an exposed surface. Interestingly, about 70% of all points falling inside the road polygon are part of vegetation clusters for K-means, and only about 30% of all points falling inside the road polygon are part of tidal flat clusters. Similarly, about 60% of all points falling inside the road polygon are part of vegetation clusters for SOM, and about 40% of all points falling inside the road polygon are part of tidal flat clusters. The potential reason for this apparent disparity is discussed further in Section 4.4 below.

![Figure 8](image1.png)

Figure 8. Quantitative assessments of K-means and SOM in identifying vegetation. Aerial image is from the UAS. (a) K-means results overlaid over the polygon; (b) SOM results overlaid over the polygon.

4.3. Feature Importance

To assess the relative importance of the input features on the K-means clustering results, the means of each cluster were calculated and are illustrated in Figure 9. First, recall that these features were normalized by the Z-score, so they are unit-less and the closer to zero the values approach, the closer they are to the mean of the population. Second, the mean is examined across clusters for each individual feature. One of the important things learned from Figure 9 is that some features are significantly different for each particular cluster. For example, cluster 1 (vegetated tidal flat) has a substantially larger waveform deviation, $D = 161.63$, as compared to other clusters which have values of 65.09 or less. Cluster 6 (power line) has a large mean height value of 4.72 as compared to 1.33 or less for the other landcover clusters, which is expected. Some features best discriminate one group better than others. Furthermore, the standard error of the feature means for all clusters was computed. A small range in standard errors indicates that the data points in the cluster are close to the cluster centroid. Standard errors for the cluster feature means ranged from 0 to 0.79, which suggests that clusters are cohesive or compact.
Figure 9. Comparisons of feature means by cluster (a) point’s height, $Z$, (b) standard deviation of height for small and large voxels, $\sigma_Z$, (c) point’s waveform deviation, $D$, (d) standard deviation of waveform deviation for small and large voxels, $\sigma_D$, (e) point’s relative reflectance, $R$, (f) standard deviation of reflectance for small and large voxels, $\sigma_R$, (g) curvature 1 for small and large voxels, $C_1$, and (h) curvature 2 for small and large voxels, $C_2$. Feature values shown are normalized.

Finally, the relative compactness of the feature distributions within their cluster assignments is quantified using the F statistic. The results are presented in Table 4. The F value is a ratio of variability between clusters over variability within a cluster \cite{49}. Therefore, the larger the F value for a given feature relative to other features, the more differences (separable) it represents among the given
clusters. Based on the F statistic, it shows that SOM and K-means have a different ranking on feature distinctness. However, they both reveal that the combination of features from multiple-scale voxel and individual points are important for a good clustering for the scene. Furthermore, the p-values of all F statistics for both of them are approximately zero indicating significant differences among the clusters but expected given the very large sample sizes.

For K-means, the largest F value is found for curvature 2 computed over the large voxels. The high value for this feature computed over the large scale voxels is likely due to the partitioning of most of the point cloud into tidal flats (2D like) and vegetation (more 3D like). The power line is a 1D-like feature but represents only about 0.1% of the point cloud. Behind the large voxel curvature 2, the next four most distinct features based on the F statistics are all computed over small voxels: surface roughness (standard deviation of Z), standard deviation of reflectance, curvature 2 and standard deviation of waveform deviation. The relative importance of the features computed over the small voxels suggests that capturing the small-scale variability of the marsh environment through feature engineering is important for a good clustering of the scene.

On the other hand, for SOM, the largest two F values are found for the standard deviation of reflectance and surface roughness (standard deviation of Z) computed over small voxels. The next four most distinct features are standard deviation of reflectance computed over large voxel, standard deviation of waveform deviation computed over small voxel, per-point waveform deviation, and the standard deviation of waveform deviation computed over large voxel. The high F values for these features show that the combination of both voxel and individual point features influence the SOM clustering. The relative importance of these features also suggests that both small and large voxel features help SOM segment the marsh environment.

For both K-means and SOM, the least distinctive features following the F statistics are the curvature 1 indexes computed for both small and large voxels. Looking at Table 4 one can also see that the curvature 1 values are not substantially different between clusters. While for this scene such features could be omitted, they should be kept for a general algorithm as curvature 1 has been shown to help identify buildings and other such structures [38]. The top features for K-means and SOM have relatively similar F values between 1,700,000 and 4,100,000 but display a different order likely related to differences in how the respective methods cluster the point cloud.

**Table 4.** Rankings of feature separability based on F statistic for K-means and SOM clusters.

<table>
<thead>
<tr>
<th>Features</th>
<th>F Statistic</th>
<th>Features</th>
<th>F Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curvature 2 of large voxel</td>
<td>4,085,300</td>
<td>Std of R of small voxel</td>
<td>3,686,800</td>
</tr>
<tr>
<td>Std of Z of small voxel</td>
<td>3,334,000</td>
<td>Std of Z of small voxel</td>
<td>3,385,700</td>
</tr>
<tr>
<td>Std of R of small voxel</td>
<td>2,941,400</td>
<td>Std of R of large voxel</td>
<td>2,954,600</td>
</tr>
<tr>
<td>Curvature 2 of small voxel</td>
<td>2,919,800</td>
<td>Std of D of small voxel</td>
<td>2,638,000</td>
</tr>
<tr>
<td>Std of D of small voxel</td>
<td>2,576,100</td>
<td>D</td>
<td>2,549,300</td>
</tr>
<tr>
<td>Std of R of large voxel</td>
<td>2,409,500</td>
<td>Std of D of large voxel</td>
<td>2,348,400</td>
</tr>
<tr>
<td>Z</td>
<td>2,038,500</td>
<td>Std of Z of large voxel</td>
<td>2,000,600</td>
</tr>
<tr>
<td>D</td>
<td>1,886,100</td>
<td>Curvature 2 of small voxel</td>
<td>1,979,000</td>
</tr>
<tr>
<td>Std of D of large voxel</td>
<td>1,848,900</td>
<td>Curvature 2 of large voxel</td>
<td>1,858,700</td>
</tr>
<tr>
<td>Std of Z of large voxel</td>
<td>1,717,800</td>
<td>Z</td>
<td>1,693,500</td>
</tr>
<tr>
<td>R</td>
<td>1,079,300</td>
<td>R</td>
<td>1,306,200</td>
</tr>
<tr>
<td>Curvature 1 of small voxel</td>
<td>675,180</td>
<td>Curvature 1 of large voxel</td>
<td>662,320</td>
</tr>
<tr>
<td>Curvature 1 of large voxel</td>
<td>629,100</td>
<td>Curvature 1 of small voxel</td>
<td>561,240</td>
</tr>
</tbody>
</table>

**4.4. Discussion**

Considering the developed method is a completely unsupervised clustering, the accuracy results presented in Section 4.2 suggest that K-means and SOM are able to identify with reasonable accuracy tidal flat among different marsh environments without supervised training. Similarly, the accuracy
results for vegetated landcover segmentation are promising as well. However, in this case, SOM outperformed K-means rather substantially suggesting SOM may be more suitable for vegetation discrimination. This could be a case where the nonlinear functions of the neurons in the SOM provided an advantage for handling more complex clustering geometry represented by the marsh’s highly varying vegetated landcover. In regard to evaluation of points along the road, results showed that the majority of points for both K-means and SOM were stemming from the vegetation clusters, not tidal flat clusters as expected. Although unexpected to have majority vegetation, it is likely due to the road being elevated relative to the lower lying tidal flats. Elevation ($Z$) is one of the per-point input features and has strong control on marsh landcover transition so perhaps that had some influence here. Furthermore, the road has lots of ruts and gravel in parts providing a higher surface roughness compared to a tidal flat surface. This may also play a role in points going towards vegetation clusters. Finally, the road was only sparsely sampled and perhaps with denser sampling the segmentation could be different.

The disadvantage of a single scan, as utilized here, is that point density decreases radially away from the TLS and vegetation occlusion plays a major role. To account for the radial decrease in point density, an octree filter was applied (Section 2.2) to try and better regularize the point density prior to clustering. However, this only affects areas of high density near the scanner. Variability in point density can affect the clustering results because the voxel’s features are derived from characteristics of all the points falling inside the voxel. The more points they have, the more detailed and accurate can a voxel at a certain size provide about the terrain. One way to potentially control this is to use a weighted voxelization that adapts to a set density, but over low-density areas, the voxel must grow to account for a drop-in density, which impacts spatial scale. Exploring the impact of point density on the clustering results is an interesting problem. To do so, multiple scan positions could be acquired and merged to provide a more homogeneous point density throughout the study area. This would enable comparison of clustering performance between a single scan (e.g., validating accuracy at certain distances radially away from the scanner) versus more uniform density from multiple scan positions. A relationship between decrease in point density and impact on cluster preservation of marsh environments could be explored. Furthermore, a merged point cloud of the study area could also be iteratively down sampled to try and parameterize how changes in density influence the clustering results.

In this work, the number of clusters was guided by the DB optimized $k$ solution. This was done to reduce user subjectivity and provide an automated clustering based on an optimization criterion. The method could lead to different numbers of $k$ for different marsh sites, which potentially relates to the complexity of the environment as captured by the TLS point cloud (i.e., $>k$ implies a more complex landscape). However, this work represents only one marsh study site, and more research is needed to perform similar analysis at other marsh environments to fully determine the potential of the method. Furthermore, other metrics to determine the optimal $k$ can lead to different number of $k$, and the choice of an optimization criterion is problem specific and data dependent as each metric has advantages and disadvantages. As an alternative approach, a tidal flat expert could iteratively tune the number of clusters going from smallest to largest using either K-means or SOM to achieve a desired clustering solution. For example, increasing the number of clusters could potentially resolve points on the dirt road as a separate cluster relative to vegetation or tidal flat areas. For such an approach, SOM provides an advantage in that the organization of the cluster map is correlated with the progression of the input features most responsible for the resulting clustering. This preservation of topological patterns could enable a novel way to explore connections between features and segmentation of different marsh environments. By increasing the size of the SOM grid, such information could be exploited to manually prune the number of clusters in an intelligent way to achieve a desired cluster solution.

Finally, the method was only sparingly tested for more clusters in part due to the following limitations. In a marsh environment, it is challenging to distinguish between individual types of vegetation. The plants within high marsh and low marsh environments, such as *Batis maritima*, *Monanthocloe litorals*, and *Salicornia* are very similar in size, shape, surface roughness and reflectivity.
The voxel size would need to be small enough to capture small differences in individual plant characteristics. The utilized fine voxel scale, 260 cm × 260 cm × 9 cm, is considerably larger than these plants’ foliage. Implementing a smaller voxel size would result in many voxels with insufficient number of data points, particularly in areas farther from the scanner. This limitation could be addressed by considering only data points acquired from a smaller radius around the scanner and the measurements being repeated at several locations. For future research, it may be interesting to explore the developed method with more clusters and/or smaller voxel sizes for higher point density scenes, such as a merged point cloud from multiple scan positions as suggested above.

5. Conclusions

A three-dimensional point cloud of a marsh measured with TLS was partitioned using unsupervised clustering methods. The developed method is able to identify the natural structure of a marsh environment with no prior training and to categorize millions of unlabeled data points into meaningful groups. At eight clusters, it identifies tidal flats, mangrove, low marsh to high marsh vegetation, upland vegetation, and even power lines representing only 0.1 percent of the point data. Results from K-means and SOM are very similar; they suggest that the selected features are robust and represent the data set well. Curvature of the eigenvalues of the planar surface greatly influenced K-means clustering results. Fine and coarser scale voxel features were identified as important for both the K-means and SOM clustering process, which suggests that the multi-scale voxelization efficiently captured the complexity and geometry of the marsh surface. The quantitative assessment results are acceptable, 88% of points within tidal clusters are indeed within tidal flats for K-means and 85% for SOM based on comparison to tidal flat area delineated from UAS imagery. K-means provides slightly better results in identifying tidal flats as compared to SOM but the optimizations are based on K-means instead of SOM. In contrast, 70% of points within vegetation clusters are indeed within vegetation for K-means and 90% for SOM based on comparison to vegetation area delineated from UAS imagery. Results suggest that SOM may be better able to handle more complex geometry of the vegetation areas. In the future, optimizations will be applied for both K-means and SOM. Davies-Bouldin index is efficient in determining the optimal number of clusters but it only provides guidance as differences in the index values are small. Intra-cluster and Inter-cluster assessment results show that the clusters are compact and well separated for both SOM and K-means. Overall, results demonstrate that the developed multi-scale voxelization approach and representative feature set are transferrable to other clustering algorithms, thereby providing an unsupervised framework for intelligent scene segmentation of TLS point cloud data in marshes. However, it is important to emphasize that adequate voxel size and feature performance could be different for different marsh regimes depending on the characteristics and geometry of the marsh surface as well as characteristics of the TLS data itself. Future work will explore the application of this method at different marsh regimes of varying terrain and landcover.
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