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Abstract: One of the major problems confronted in precision agriculture is uncertainty about how
exactly would yield in a certain area respond to decreased application of certain nutrients. One way
to deal with this type of uncertainty is the use of scenarios as a method to explore future projections
from current objectives and constraints. In the absence of data, soft computing techniques can be used
as effective semi-quantitative methods to produce scenario simulations, based on a consistent set of
conditions. In this work, we propose a dynamic rule-based Fuzzy Cognitive Map variant to perform
simulations, where the novelty resides in an enhanced forward inference algorithm with reasoning
that is characterized by magnitudes of change and effects. The proposed method leverages expert
knowledge to provide an estimation of crop yield, and hence it can enable farmers to gain insights
about how yield varies across a field, so they can determine how to adapt fertilizer application
accordingly. It allows also producing simulations that can be used by managers to identify effects
of increasing or decreasing fertilizers on yield, and hence it can facilitate the adoption of precision
agriculture regulations by farmers. We present an illustrative example to predict cotton yield change,
as a response to stimulated management options using proactive scenarios, based on decreasing
Phosphorus, Potassium and Nitrogen. The results of the case study revealed that decreasing the three
nutrients by half does not decrease yield by more than 10%.

Keywords: precision agriculture; fuzzy cognitive maps; fuzzy inference systems; cotton yield;
scenario simulation

1. Introduction

Farming management usually involves a variety of decision making problems with high
uncertainty, as there are many parameters that can affect crop yield, such as the application of pesticides,
fertilizers or irrigation, making the nature of the problem extremely dynamic. In conventional
agriculture, the approach adopted by farmers treats the field as a uniform site (producing a lumped
spatial area), without taking into consideration the intra-field variability of the above mentioned
parameters. Fertilizer recommendations are not soil specific, and are applied in a uniform way,
which results in over-application or under-application in certain parcels of the field. This approach
may induce economic implications to the farmer due to investment costs and crop yield loss.
The environmental cost comes from the intensification of inorganic fertilizers and pesticides that
create diffuse or non-point sources of pollution, through surface and ground waters, and span to
adjacent land areas where fertilizers are not needed [1,2]. The main fertilizers in use are Nitrogen (N),
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Potassium (K) and Phosphorus (P), where the first two are considered to have the greatest effect on
soil degradation.

The adoption of Precision Agriculture (PA) can provide a solution to the different aspects of
unsustainable agriculture [3]. PA is a production system that involves crop management according
to field variability and site-specific parameters [4]. In PA, with knowledge about the soil and crop
requirements, fertilizers and pesticides can be applied in different amounts, at various land zones
when needed. Towards these lines, Bongiovanni and Lowenberg-Deboer [5] showed that, even by
cutting N rate to half of the recommended uniform rate, farm profitability is not compromised. Some
other studies estimated savings of 20–60% in pesticide use, and up to 30% in fertilizer application
depending on yield homogeneity [6–9].

However, despite the availability of technology that supports PA, the adoption of PA practices
among farmers remains surprisingly low [10]. There is a number of studies that surveyed a variety of
factors (socio-economic, agro-ecological, institutional, technological or behavioral), which affect the
uptake of PA technology by farmers [2,11–15].

Projecting how PA management actions may influence the crop yield can facilitate the adoption of
variable rate technology by farmers. There are numerous studies in the literature that demonstrate the
potential of precision agriculture. For example, Biermacher et al. [1] used data obtained from field trials
to determine profitability of nitrogen recommendations, based on whole-field and variable-rate winter
wheat plant sensing, relatively to conventional practices. Puerto et al. [16] assessed the usefulness of
regulated deficit irrigation in almond crop based on the maximum daily trunk shrinkage signal intensity.
De la Rosa et al. [17] conducted a three-year experiment to evaluate the effects of deficit irrigation on
nectarine, and demonstrated that fruit production and quality were not affected by water deficit.

Because of the strength of connections among different parameters affecting crop yield, such as
soil, weather and management actions, a comprehensive model to perform an assessment of the effects
of PA management actions on crop yield is needed. However, in the absence of observed data, it may
be impractical to build a model empirically and calibrate it. An alternative is to use heuristic models
or semi-quantitative methods such as Fuzzy Cognitive Maps (FCMs), which encode expert knowledge
about the impact of soil properties and PA management options on crop yield.

A FCM is a soft computing technique, and a semi-quantitative method that can be used as a
tool to link qualitative storylines to quantitative scenarios, by building simulations with a consistent
set of objectives and preconditions [18]. FCMs can be used as an intuitive elicitation tool to transfer
individuals’ tacit knowledge into a causal network, and can be used effectively as an approach to
bridge the gap between the design of causal loops and their effective use in any decision making
process, especially in a participatory setting [19]. FCM’s graph structure facilitates causal reasoning to
study system dynamics in complex problems, by building simulations using FCM forward inference.
By stimulating a FCM with an initial state, it can model the evolution of a scenario over time and
produce projections by evolving forward, and letting concepts interact with one another [20]. FCM
simulations are particularly useful to answer “what-if” type questions, for a given system from
different possible scenarios, which is often referred to as “what-if” analysis. Scenario simulations, in a
policy development setting, can help the different players develop possible alternative views of the
studied problem under study, increase social learning and facilitate the adoption of mandated policies
by stakeholders [21–25]. FCMs were applied successfully in many scientific fields, a recent review on
FCM research during the last decade can be found in [26,27].

There are several applications of soft-computing techniques in PA. For example,
Papageorgiou et al. [28] introduced FCMs as a decision support model to characterize cotton yield
behavior, using FCMs and unsupervised learning. Papageorgiou et al. [29] also investigated the yield
modeling and prediction process in apples using FCMs. In a recent work, Jayashree et al. [30] used
FCMs and its learning capabilities as an approach to predict the coconut production level under a set
of agro-climatic conditions. Alternative soft-computing techniques such as Fuzzy Inference Systems
(FISs) [31] were applied in a variety of agricultural applications by using weather and soil properties,
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to predict jatropha yield [32], to predict irrigated wheat yield in Abyek town of Ghazvin province in
Iran [33], and to predict dryland wheat in Khorasan province in Iran [34]. FIS applications in precision
agriculture also include optimal reservoir operation for irrigation of multiple crops [35], and optimum
nitrogen rates for corn crop [36]. FISs were also used by Mazloumzadeh et al. [37] to classify date
palm trees, and by Tagarakis et al. [38] to model grape quality in vineyards. However, the majority of
these studies focused on crop yield prediction, and did not offer tools to explore future scenarios, or to
perform simulations by generating projections from prospective management options in PA.

The purpose of this work is to illustrate how FCMs can leverage expert knowledge to identify
effective farming management strategies that are likely to optimize crop in sustainable agriculture.
In the illustrative example, we study the impact of certain management options on cotton yield, based
on decreasing K, P, and N, starting from a baseline scenario.

Although there are many implementations of FCMs in the literature, they commonly represent
cause–effect relationships between concepts using linear relationships with binary weights, which
does not help with modeling effectively the dynamic aspects of most real world problems [39].
Mourhir et al. [40] proposed a Dynamic Rule-based Fuzzy Cognitive Map (DRBFCM) as a FCM
extension, where the influence weights are depicted using nonlinear causal relationships in the form of
FISs that are capable of adapting influence weights dynamically during every step of a simulation.

In this work, we propose a variant of DRBFCM that we refer to in the rest of the text as SimulDRBFCM,
which allows reasoning in terms of deterministic magnitudes of effects rather than absolute concept values.
The model is particularly useful to perform simulations when the objective is to describe how the system
may react to changes in system drivers starting from a baseline scenario. SimulDRBFCM can be used as an
effective method to deal with the type of uncertainties faced in PA, through the use of scenario simulations,
where each scenario corresponds to a particular yield objective or a target that can be set by managers,
with a number of uncertain drivers such as weather or soil parameters.

SimulDRBFCM models have many advantages over conventional FCM models. The Fuzzy Set
theory adds true fuzziness to the models, and resolves ambiguities and subjectivity usually faced in
complex real world problems [41]. The influence weights represent deterministic real values and not fuzzy
binaries, and the use of “if-then” rules is particularly useful to describe nonlinear causal relationships. For
example, Nitrogen is required in fairly large amounts by cotton plants, and plants deficient in Nitrogen
tend to be thin and have reduced yield. On the other hand, too much Nitrogen might delay maturity
and can be harmful to cotton production. The model can adapt the weights dynamically, depending on
concept states, by describing causal relationships using FISs. Moreover, unlike auto-associative neural
networks that normalize all values between −1 and 1, SimulDRBFCM models operate on real values that
map to a universe of discourse within their minimum and maximum state limits.

The paper is organized as follows. The Materials and Methods section presents a general
background about conventional FCMs, FCMs with fuzzy weights, DRBFCMs, and the proposed
SimulDRBFCM variant. Then, we present an illustrative example to predict cotton yield change as
a response to stimulated management options in the third section. We end the article by discussing
some of the socio-economic, environmental and political implications of the results. We also highlight
some conclusions and directions for future work.

2. Materials and Methods

2.1. Traditional Fuzzy Cognitive Maps

FCMs are an extension of Cognitive Maps (CMs), which were initiated by Axelrod [42] to model
political systems. CMs facilitate coding expert knowledge in a symbolic representation. A CM is a
signed digraph whose nodes represent the main factors that define the studied system, and edges
denote the causal relationships between these factors. A positive edge from node Ci to node Cj means
that Ci happening causes Cj to happen, and a negative edge from Ci to Cj means that Ci happening
prevents Cj from happening.
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In Axelrod’s approach, the total causal effect on a given concept is elaborated using the sum of
all indirect effects cumulated through the different causal paths [42]. For a given indirect path, effect
is positive if the path has an even number of negative links, negative otherwise. The total effect is
positive if all indirect causal paths lead to positive effects, and the total effect is negative if all indirect
causal paths lead to negative effects. However, when some of the indirect causal paths yield negative
effects, and others result in positive effects, indeterminacy prevails [43]. The example of Figure 1 shows
that the total effect of “Pesticide use” on “Crop yield” is indeterminate.
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Figure 1. Cognitive Map example with indeterminacy.

FCMs, introduced by Kosko in 1986, provide a resolution for indeterminacy in CMs. FCMs
introduced fuzziness to Cognitive Maps, by using numeric descriptions (fuzzy binaries) of causal
influences instead of positive or negative symbols, “their fuzziness allows hazy degrees of causality
between hazy causal objects (concepts)” [18]. Each edge between two concepts Ci and Cj is associated
with a weight wij which varies in [−1, 1]. There are three different types of possible causalities between
every pair of concepts Ci and Cj:

# wij > 0, expresses positive causality, that is Ci causally increases Cj.

# wij < 0, expresses negative causality, that is Ci causally decreases Cj.

# wij = 0, designates no causality.

These causal links (also called FCM connections) and their respective weights can be encoded into
an NxN (N being the number of concepts) matrix, which is referred to as the Connection or Weight
Matrix E. FCM’s graph structure facilitates causal reasoning to study system dynamics, it is a decision
support system, where calculations can be made to perform an assessment of the consequences of a
specific system state. Since the causal edges are weighted with positive or negative real numbers (wij),
then the indirect effect of Ci on Cj on path (i, k1, . . . ,kn, j) is the product wik1 x wk1k2 x . . . wknj, and the
total effect is the sum of the path products. This weighting scheme removes indeterminacy from causal
propagation and combination in FCMs [18]. Figure 2 shows an example of a Fuzzy Cognitive Map
along with its weight matrix.
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FCM forward inference ”allows causal inferences to be made as feedback associative memory
recollections”; Kosko calculates each subsequent value of the causal state using previous state and
weight matrix multiplication [44]. The concepts take values, which are also called activation levels,
between 0 and 1. The State Vector of activations (V) evolves in time according to the influences between
concepts. By feeding the FCM model with an initial stimulus V(t) (state vector at time (t)), it can model
the evolution of a scenario over time by evolving forward and letting concepts interact with one
another. The next state of the system V(t+1) at time (t + 1) is produced by multiplying V(t) by the graph’s
weight matrix E. In some FCM implementations, concepts are considered to have memory with a
self-feedback link weight of 1. Thus, the next state value of each concept Ci is elaborated, during
simulation, by retrieving its value at the previous iteration, and adding it to the propagated weighted
values of all factors Cj that have a direct influence on the concept according to Equation (1).

C(k+1)
i = F(C(k)

i +
n

∑
j=0

C(k)
j × wji) (1)

where Ci
(k+1) is the activation value of concept Ci at iteration k+1, Ci

(k) is the value of node Ci at iteration
k, wji is the weight of the cause–effect link between Cj and Ci, and F is a threshold function such as
sigmoid, used for squashing the results of the sum between 0 and +1, or between −1 and +1 [45], as
shown by Equation (2).

S(x) =
1(

1 + e(−x)
) (2)

In order to generate projections based on a given simulated scenario, a series of vector-matrix
multiplications is performed, until one of the following attractors is reached [18,46]: (i) a fixed point
attractor, which means the vector-matrix multiplication converges to an equilibrium state, where the
same vector is repeated over a number of iterations, in this case convergence implies that a hidden
pattern is discovered; (ii) a limit cycle, which means we obtain few states that get repeated over a
number of iterations; or (iii) a chaotic attractor, which means the vector-matrix multiplication does not
converge and yields different vectors in each iteration.

Modeling with FCMs offers a number of advantages: (i) they can be used in a participatory
approach to model mental views and preferences; (ii) maps produced by different groups of experts
can be aggregated to produce a larger and more reliable representative knowledge base, which can help
solving knowledge inconsistencies and fostering team-shared objectives, especially in participatory
systems involving inter- and multi-disciplinary participants [47,48]; (iii) unlike feed-forward structures
such as Rule-based Systems [49], causal reasoning in fuzzy cognitive maps can handle feedback loops;
(iv) FCMs inherently support vagueness and ambiguities, and can hence model expert heuristic
knowledge; and (v) both quantitative and qualitative data can be integrated into FCM models.
FCMs are particularly useful in applications where there is a need to link quantitative modeling
with qualitative scenarios, or in which a social learning process needs to be established between
stakeholders [21–23,50]. They can assist in building models for problems where uncertainty is high,
and where data scarcity prevails,

There is a spectrum of FCM implementations in the literature, but most of them focus on depicting
causalities between system variables, rather than cause and effect relationships, and FCM inference
allows drawing conclusions about what is caused and what is not caused, which is a major limitation in
dynamic systems where reasoning is characterized by magnitudes of change and effects [39,51]. Another
shortcoming of FCMs is that the links’ weights are forced to a static value in the range [−1, 1], whereas in
dynamic systems, the weight would rather be a function of other factors’ influences. Moreover, variables
in real models map to a universe of discourse within their minimum and maximum state limits, however,
in FCM models, a threshold function normalizes all values between 0 and 1. Furthermore, unlike models
built using System Dynamics (SD) [52], FCMs are not dynamic models and cannot model nonlinear
relationships, and time-dependent components cannot be formally implemented into FCM models.
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2.2. FCM Approach Using Linguistic Fuzzy Influence

Papageorgiou et al. [28] proposed a variant of FCMs, which consists in describing the links’
weights using fuzzy linguistic terms, extracted from fuzzy rules that are collected from domain experts.
The approach consists in pooling a number of fuzzy rules from experts for each link of the FCM model
to obtain linguistic weights for each interconnection, by considering the consequent of the rule only,
ignoring hence the antecedent part.

In order to build the FCM weight matrix, the weights, obtained from all experts, are combined
using Fuzzy Logic operators [41]. For every link connecting two concepts, the consequents’ linguistic
weights are aggregated by typically using the fuzzy Union operator [31]. The membership function of
the Union of two Fuzzy Sets A and B, defined over the set X, with membership functions µA and µB,
respectively, is defined by a T-conorm mapping. One of the commonly used mappings is the maximum
operator as shown by Equation (3):

µA∪B(x) = max [µA(x), µB(x)] (3)

Then, a defuzzification method is used to calculate an aggregated numerical weight value of the
link. Several methods have been used in practice for defuzzification, the most popular method is the
centroid method [31], which calculates the center of gravity of the aggregated fuzzy set as shown by
Equation (4):

CoG =
∫

µA (x) dx ÷
∫

µA (x) dx (4)

Thus, a numerical weight (wij) is calculated for the link between every pair of concepts Ci and
Cj, prior to starting simulations. The simulation is then carried in a normal way, using the forward
inference algorithm like in a conventional FCM model. To demonstrate how the linguistic terms are
aggregated, let us consider the relation between K (Potassium) and Y (cotton yield), using expert
knowledge from [28]:

1st Expert:

“IF value of concept K is med THEN value of concept Y is med
Infer: The influence from concept K towards concept Y is med”

2nd Expert:

“IF value of concept K is med THEN value of concept Y is high
Infer: The influence from concept K towards concept Y is high”

3rd Expert:

“IF value of concept K is high THEN value of concept Y is very high
Infer: The influence from concept K towards concept Y is very high”

The linguistic terms of the consequents (“med”, “high” and “very high”) are summed and an
overall linguistic weight is produced, hence transforming the influence into the numerical weight
constant WK-Y = 0.65. The process of aggregation and defuzzification is shown by Figure 3.

In the work of Papageorgiou et al. [28], FCMs were also enriched with the unsupervised Nonlinear
Hebbian Learning (NHL) algorithm. The technique was used to overcome inadequate knowledge
of experts or non-acceptable FCM simulation results. The weight adaptation procedure is based on
the Hebbian Learning rule proposed by Oja et al. [53], which has been adapted for FCM models as
proposed by Papageorgiou and Groumpos [54].
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The main advantage of this approach, over conventional FCMs, is that it allows mapping of expert
knowledge by means of fuzzy rules, and it establishes a natural language interface with participants.
However, parts of the gathered rules are omitted. The antecedent of a rule would just be ignored,
and the only thing that is used to draw a conclusion about the influence is the consequence: is the
influence “high”, “medium” or “low”? Only those are used to generate weights. This approach results
in building a complex dynamic model with nonlinear relationships, without taking full advantage of
expert knowledge in simulating the real world system. Furthermore, although the fuzzy sets have
been defined for the yield concept (Y), they are not used in the FCM model, since it produces only
normalized values. Hence, it was essential for the experts, in that case study, to determine another
threshold value to discriminate between the different yield categories. The experts suggested that 0.85
can be used to distinguish between “low” and “high” yield [28]. If the estimated yield value is less than
0.85, which means that the yield production is less than the 85% of desired cotton production, then
yield is categorized as “low”. If the estimated yield value is higher than 0.85, then yield is considered
as “high”. Thus, despite the fact that this FCM variant requires a great amount of cognition from
experts to produce the fuzzy rules and the membership functions, parts of this knowledge gets ignored,
and the inference process is carried in the same way as in a traditional FCM.

2.3. Dynamic Rule-Based Fuzzy Cognitive Maps (DRBFCMs)

FCMs have been heavily used in the literature beyond the simple propagation of causalities
as SD models, where the links represent magnitude of change induced by one concept on another
one [51]. However, despite the fact that the graph represents a SD system, the developed models used
causality-related features of conventional FCMs. First, most FCM implementations make use of fuzzy
binaries to quantify the influence exerted by one concept on another by forcing the link’s weight into a
static value in the range [−1, 1]. In a SD model, the flows (edges) are the rates at which the stock (state
variable) levels are altered; they are expressed in general using differential equations, as functions
of other factors’ influences. Second, FCM inference is performed using the mathematical method of
Equation (1), where a threshold function such as sigmoid is used to normalize the values within the
range [0, 1] because causal reasoning is based on fuzzy binaries. However, variables in a SD model
map to a universe of discourse within their minimum and maximum state limits.

DRBFCM was proposed as an alternative to SD using FCMs and FISs [40]. Concepts represent causes
or effects that collectively characterize a system state at a given time. Each concept analyzed by experts in
the model is divided into a number of intervals, to determine linguistically descriptions corresponding to
threshold intervals or possible states it can exist in using membership functions. A general Fuzzy variable
called “Variation” is used consistently to represent the influence between concepts. The variation variable
has the fuzzy sets such as positively or negatively “low”, “medium”, “high” or “very high”.
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The concepts’ set of linguistic terms is used to describe the causal relationships and links between
input concepts and outputs using fuzzy “if-then” rules. Every interconnection between two concepts
Ci and Cj is represented in the form of a FIS [31]. Each FIS is described using the Fuzzy Control
Language (FCL) [55]. In FCL, a FIS is usually composed of one or more Function Blocks (FB). In
DRBFCM models, each FB has one input fuzzy variable with membership functions to describe the
threshold values of the cause concept, and an output fuzzy variable with membership functions to
describe the threshold values of the effect concept, along with the defuzzification method. The FB is
also made of one Rule Block (RB), composed of a set of rules, as well as the aggregation, activation and
accumulation methods [31]. In DRBFCM, the rules have a single antecedent related to a concept’s state
or variation, and a single consequent which is always a variation, representing a perturbation in the
output concept. Since FCL supports only rules that map input concept states to output concepts states,
the authors modified the FCL grammar to cope with rules describing concept variations [40]. The
new FCL grammar has: (i) the “INˆID” clause added to the subcondition, which is used to specify the
causal variation, where “IN” is a keyword and “ID” denotes the cause variable; and (ii) the “ONˆID”
clause added to the subconclusion to specify the effect variation, where “ON” is a keyword and “ID”
denotes the effect variable:

Type 1: IF Ci is A THEN Variation is Vi ON Cj
Type 2: IF Variation is Vi IN Ci THEN Variation is Vj ON Cj

Inference is carried according to an algorithm for combining effects on a given concept, and
dealing with feedback. In a given scenario, the state value of a concept is updated by retrieving all
incoming connections on that concept, and then the variation induced by every incoming connection
is evaluated using fuzzy inference [31,56]. Once the different variations are obtained, the concept’s
level is updated by using the state vector and weight matrix multiplication. Concepts are considered
to have memory with a self-feedback link weight equal to 1, so the activation value of the concept is
updated by recalling its old value and adding it to the summation of weighted input activations. Since
DRBFCM models operate on real deterministic values, the influencing concept’s activation value is
scaled to the universe of discourse of the output concept using Taylor-Young linear transformation [40].

Compared to the other FCM approaches, DRBFCM models allow reasoning in terms of
deterministic concept magnitudes, and DRBFCM inference computes the system variables’ states
using quantified perturbations produced by FISs. DRBFCM models are also very authentic to the real
models, since the aggregated knowledge is fed into standard FISs, and the consequences of the rules
are also used to produce a link’s weight, but provided that the antecedent is fulfilled: which concept
affects the yield, and to which extent?

An empirical comparison between FCM and DRBFCM models, in application of cotton yield
prediction in PA, can be found in [57]. DRBFCM was evaluated for 360 cases, measured for three
years (2001, 2003 and 2006), in a 5 ha experimental cotton field. The results revealed an accuracy of
predictions of 85.55%, 87.22% and 73.33%, against 73.80%, 67.20% and 69.65% for the conventional
FCM model, and against 75.55%, 68.86% and 71.32% for the FCM model with the Nonlinear Hebbian
Learning algorithm, for the years 2001, 2003 and 2006, respectively. DRBFCM proved, in this case
study, to predict more accurately the yield while being faithful to the real world model.

In DRBFCM, Fuzzy Logic caters for uncertainties and facilitates representation of non-monotonic
cause–effect relationships, by mapping dynamically causal node states to effect node states in FCM
models. This method allows representation of non-monotonic relationships, without the need for
capturing the functional connections between concepts of the real system by means of complex
mathematical equations. However, producing a robust DRBFCM model, with enough cognition to
interrogate the different facades of a system, will result in increasing its complexity. The more concepts
added to the model, the higher the number of “if-then” rules to be elicited from experts to model the
system’s complexities, and to be evaluated by the model.
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2.4. Simulation with SimulDRBFCM Models

In this work, we propose SimulDRBFCM models as an approach that allows managers to generate
raw scenarios and create simulations. Similar to DRBFCMs, the links’ weights are determined
dynamically using FISs at simulation time. However, since the focus is on building simulations
starting from a baseline scenario to study the effect of decreasing fertilizers on the yield production,
we make the assumption that the state vector depicts degrees of concept change not deterministic
concept values. The link’s weight designates the strength of the effect induced by a change in a
cause concept (system driver) on an effect concept, and not fuzzy binaries about uncertain causal
relationships. Hence, a SimulDRBFCM model is a DRBFCM model where reasoning is performed in
terms of magnitudes of changes. In order to construct a SimulDRBFCM model, experts are requested
to identify the main factors that describe the system, and the weight of causal influence between the
concepts using fuzzy rules.

If the maps are designed using multiple experts, the rules collected from the different participants
are simply compiled into a single rule block. As a result of combining knowledge from different
participants, the aggregated rule block might contain conflicting rules. These are aggregated as part of
the inference algorithm, which reflects variation in supported human perceptions.

Like in DRBFCMs, the link’s weight is updated dynamically, during every iteration of a given
simulation, using fuzzy inference. Since every connection between two concepts is a FIS, we make
use of the Mamdani’s inference type to compute the influence weight [56]. We opted for Mamdani’s
approach because it is more intuitive and well suited to human input. This approach is known for its
simple structure and inference; the implication method used is the “min” and the rule composition
method is “max–min” [31]. Using the fuzzy inference process, the FCM is stimulated with concepts’
levels, hence we need only rules of Type 1. Crisp input is fuzzified using membership functions of
the cause variable to produce a membership grade in qualifying linguistic sets. The application of the
rule implication method maps the rule strength from the antecedent into the consequent. The outputs
of the rules are then aggregated using a fuzzy union operator. The resulting aggregated fuzzy set is
then defuzzified using the centroid method. Hence, an overall crisp numerical weight is produced to
show the aggregate influence for one cause–effect link. The process of generating a link’s weight is
illustrated in Figure 4.

To describe how the system may react to changes in system drivers, experts are requested to
identify the main system drivers and essentially those that are uncertain. In a given scenario, to explore
the direct effect of the change in the value of a driver variable, let us say Cj of magnitude ∆Cj, on the
value of an output variable Ci, with a potential change of magnitude ∆Ci, we stimulate the system
with magnitudes of change. Inference is carried according to an algorithm for combining effects on a
given concept, and dealing with feedback using FCM inference. SimulDRBFCM inference computes
the new system variables’ states using quantified perturbations produced by FCMs that are weighted
using FISs. The inference algorithm is summarized in Figure 5.

The vector of changes takes values between −1 and 1, where zero means no change assumed
for the corresponding concept, and ±1 means that the concept is stimulated with ±100% increase or
decrease. The vector evolves in time according to the influences between concepts, the change vector
X(t+1) is produced by multiplying the previous change (X(t)) by the graph’s weight adjacency matrix (E).
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Figure 4. Weight generation in SimulDRBFCM models.

The next concept change ∆Ci is calculated during simulation, by computing the propagated
weighted estimated change of all concepts Cj that have a direct influence on the concept Ci, according
to Equation (5).

∆C(k+1)
i =

n

∑
j=0

wji × ∆C(k)
j (5)

The assumption is that we are studying the changes a system might experience starting from a
baseline scenario, so the initial concept state Cibaseline is a known value, hence the projected value of any
concept can be inferred using Equation (6).

Ciprojected = Cibaseline × (1 + ∆C(stable)
i ) (6)

In our approach, we assume a linear transfer function to map the changes from the causal nodes
to the effect node. When more expertise is available, nonlinear SD transformations can be used [52].

It should be also noted that concepts map to a universe of discourse between their minimum and
maximum state limits using fuzzy variables. We operate hence on real values, concept states are not
arbitrarily altered using squashing functions, but are rather compared against their universe of discourse.

The approach is particularly useful when the aim is to explore the change produced by certain drivers
rather than predicting the absolute magnitude of a quantity. In PA, one might rather be interested into
gaining insights about effects of increasing or decreasing fertilizer nutrients on crop yield.

Compared to DRBFCM, the methodological enhancement brought by SimulDRBFCM models
reduces the number of rules needed to model the system’s dynamics, since only rules of Type 1
mapping concepts’ input states to the output’s perturbation are used to produce simulations; the
normal FCM forward inference is used to compute intermediate perturbations and derive the steady
state of concept changes.
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3. Case Study: Cotton Yield SimulDRBFCM Model

3.1. Cotton Yield Knowledge

The knowledge and data were obtained from the work of Papageorgiou et al. [28] to predict
cotton yield. Three experts contributed to the design of the cotton yield model. One of the experts is
a soil scientist from Technological Educational Institute of Larissa, Greece, the second one is also a
soil scientist from the Laboratory of Regional Soil Analysis and Agricultural Applications of Larissa,
Greece, and the third one is a cotton farmer.

The experts stated that there are eleven soil parameters that can be used to determine cotton
yield as shown in Table 1. The experts described the soil parameters and their threshold values using
membership functions as depicted in Table 2. The list of fuzzy rules aggregated from the three experts
is shown in Table 3, where “VAR” is the variation fuzzy variable.

Table 1. Soil parameters that affect cotton yield.

Concept Description

C1: EC Soil shallow electrical conductivity Veris (mS/m)
C2: Mg Magnesium (ppm)
C3: Ca The measured calcium in the soil in depth 0–30 cm (ppm)
C4: Na The measured Na (Sodium) in the soil in depth 0–30 cm (ppm)
C5: K The measured Potassium in the soil in depth 0–30 cm (ppm)
C6: P The measured Phosphorus in the soil in depth 0–30 cm (ppm)
C7: N The measured NO3 in the soil profile of 0–30 cm (ppm)
C8: OM The percent organic matter content in soil profile in depth 0–30 cm
C9: Ph The pH of the soil in depth 0–30 cm
C10: S The percent of the sand in the soil samples in depth 0–30 cm
C11: Cl The percent of the clay in samples in depth 0–30 cm
C12: Y Seed cotton yield from 1st picking measured by yield monitor (t ha−1)
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Table 2. Membership function parameters for each of the FCM concepts.

Concept Membership Function Concept Membership Function

C1: (EC)

VL = TRAPE 0 0 7.5 15

C7: (N)

VL = TRAPE 0 0 3 8
L = TRAPE 10 18 18 25 L = TRAPE 5 8 8 17.5
M = TRAPE 25 28 28 35 M = TRAPE 12 20 20 27.5
H = TRAPE 30 38 38 45 H = TRAPE 22 32 32 45
VH = TRAPE 40 45 100 100 VH = TRAPE 35 40 45 45

C2: (Mg)

VL = TRAPE 0 0 60 120

C8: (OM)
L = TRAPE 0 0 0.6 1.1
M = TRAPE 0.5 1.5 1.5 2.5
H = TRAPE 1.8 2.1 3 3

L = TRAPE 60 140 140 240
M = TRAPE 160 290 290 360
H = TRAPE 300 500 500 1400
VH = TRAPE 700 950 1400 1400

C3: (Ca)

VL = TRAPE 0 0 455 1000

C9: (Ph)

VL = TRAPE 0 0 4 5
L = TRAPE 545 1273 1273 2000 L = TRAPE 4 5 5 6
M = TRAPE 1363 2455 2455 3000 SL = TRAPE 5 6 6 7
H = TRAPE 2637 3909 3909 5000 M = TRAPE 6 7 7 8
VH = TRAPE 4000 4380 5000 5000 SH = TRAPE 7 8 8 9

C4: (Na)

VL = TRAPE 0 0 26 59

C10: (S)

L = TRAPE 0 0 15 30
M = TRAPE 20 45 45 70
H = TRAPE 60 75 75 90
VH = TRAPE 80 90 100 100

L = TRAPE 32 70 70 123
M = TRAPE 80 140 140 200
H = TRAPE 156 250 250 600
VH = TRAPE 350 450 600 600

C5: (K)

VL = TRAPE 0 0 24 65

C11: (Cl)
L = TRAPE 0 0 12.5 20
M = TRAPE 10 22.5 22.5 35
H = TRAPE 30 37.7 60 60

L = TRAPE 30 81 81 135
M = TRAPE 88 152 152 230
H = TRAPE 190 275 275 600
VH = TRAPE 300 470 600 600

C6: (P)

VL = TRAPE 0 0 5 10

C12: (Y) L = TRAPE 0 0 2 3
H = TRAPE 2 3 6 6

L = TRAPE 5 12.5 12.5 20
M = TRAPE 12.5 22 22 31.5
H = TRAPE 25 38 38 50
VH = TRAPE 40 45 50 50

Table 3. The different rule blocks for cotton yield links expressed in the modified FCL.

Concept If-Then Rules Concept If-Then Rules

C1:(EC)

IF EC IS VL THEN VAR IS PVL ON Y

C6:(P)

IF P IS VL THEN VAR IS PM ON Y
IF P IS L THEN VAR IS PM ON Y
IF P IS M THEN VAR IS PM ON Y
IF P IS H THEN VAR IS PM ON Y
IF P IS VH THEN VAR IS PM ON Y

IF EC IS M THEN VAR IS PL ON Y
IF EC IS H THEN VAR IS PM ON Y
IF EC IS H THEN VAR IS PH ON Y
IF EC IS VH THEN VAR IS PH ON Y
IF EC IS L THEN VAR IS PVL ON Y

C2:(Mg)

IF Mg IS VL THEN VAR IS NL ON Y
IF Mg IS L THEN VAR IS NL ON Y
IF Mg IS M THEN VAR IS NM ON Y
IF Mg IS H THEN VAR IS NM ON Y
IF Mg IS VH THEN VAR IS NM ON Y

C7:(N)

IF N IS VL THEN VAR IS PVL ON Y
IF N IS L THEN VAR IS PL ON Y
IF N IS M THEN VAR IS PL ON Y
IF N IS H THEN VAR IS PL ON Y
IF N IS VH THEN VAR IS PM ON Y
IF N IS VH THEN VAR IS PL ON Y

C3:(Ca)

IF Ca IS VL THEN VAR IS PM ON Y

C8:(OM)
IF OM IS L THEN VAR IS PL ON Y
IF OM IS M THEN VAR IS PL ON Y
IF OM IS H THEN VAR IS PM ON Y

IF Ca IS L THEN VAR IS PL ON Y
IF Ca IS M THEN VAR IS PM ON Y
IF Ca IS H THEN VAR IS PM ON Y
IF Ca IS VH THEN VAR IS PM ON Y
IF Ca IS VH THEN VAR IS PL ON Y

C4:(Na)

IF Na IS VL THEN VAR IS NVH ON Y
IF Na IS VL THEN VAR IS NH ON Y
IF Na IS L THEN VAR IS NM ON Y
IF Na IS M THEN VAR IS NL ON Y
IF Na IS H THEN VAR IS NH ON Y
IF Na IS VH THEN VAR IS NH ON Y
IF Na IS VH THEN VAR IS NVH ON Y

C9: (Ph)

IF Ph IS VL THEN VAR IS PVL ON Y
IF Ph IS VL THEN VAR IS PL ON Y
IF Ph IS L THEN VAR IS PVL ON Y
IF Ph IS SL THEN VAR IS PVL ON Y
IF Ph IS M THEN VAR IS PVL ON Y
IF Ph IS SH THEN VAR IS PVL ON Y
IF Ph IS H THEN VAR IS PVL ON Y
IF Ph IS H THEN VAR IS PL ON Y
IF Ph IS VH THEN VAR IS PVL ON Y
IF Ph IS VH THEN VAR IS PM ON Y

C5:(K)

IF K IS VL THEN VAR IS PVL ON Y

C10: (S)

IF S IS L THEN VAR IS NM ON Y
IF K IS L THEN VAR IS PVL ON Y IF S IS L THEN VAR IS NH ON Y
IF K IS M THEN VAR IS PM ON Y IF S IS M THEN VAR IS NM ON Y
IF K IS H THEN VAR IS PM ON Y IF S IS M THEN VAR IS NL ON Y
IF K IS VH THEN VAR IS PM ON Y IF S IS H THEN VAR IS NM ON Y
IF K IS VH THEN VAR IS PH ON Y IF S IS VH THEN VAR IS NH ON Y

C11: (Cl)
IF Cl IS L THEN VAR IS PM ON Y
IF Cl IS M THEN VAR IS PM ON Y
IF Cl IS H THEN VAR IS PM ON Y
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The degree of variation induced by one concept on another one is elaborated through the fuzzy
variable “Influence” of Figure 6, with the following fuzzy sets (“VVH: very very high”, “VH: very
high”, “H: high”, “M: medium”, “L: low”, “VL: very low”, “VVL: very very low”). The influence can
be positive or negative.Sustainability 2017, 9, 1241  14 of 24 
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3.2. Cotton Yield Data

The used data consists of 360 entries measured for the years 2001, 2003 and 2006, as collected
in a 5 ha field at Myrina, Karditsa prefecture, Central Greece. As explained in the work of
Papageorgiou et al. [28], cotton yield mapping was performed using a FarmscanTM yield monitor
installed on a two row John DeereTM cotton picker [58]. After field harvesting was completed, a
calibration procedure was performed to improve the yield estimation [59]. The FCM model has been
developed based on a raster data GIS approach, i.e., the data was stored in a two-dimensional matrix
that represents the spatial distribution of every factor in the field. Each cell of the matrix corresponds
to an area of 10 × 10 m, which is the spatial resolution of the yield data model.

3.3. Cotton Yield Simulations

We developed the cotton yield model following the SimulDRBFCM modeling approach described
in the previous section. A recapitulation of weights for the traditional FCM and SimulDRBFCM models
are shown in Table 4, where we can clearly see that the influence of K is lower in SimulDRBFCM (WK-Y

= 0.22 ± 1.88 × 10−4), compared to the traditional FCM (WK-Y = 0.6). The low influence produced by
the SimulDRBFCM model seems to make sense as K produces a “high” variation when it is classified as
“high” or “very high”. Nevertheless, by looking at the 360 cases of cotton yield data, K was classified
as either “medium” or “low” all the time. Hence, SimulDRBFCM cotton yield model seems to generate
weights that are coherent with the model structure and collected knowledge, and it produces weights
that can be interpreted by tracing the rules that contributed to the results.

Table 4. FCM and SimulDRBFCM weights.

Concept Cotton Yield (Y)

FCM SimulDRBFCM a

EC 0.25 0.22 ± 2.0488 × 10−4

Mg −0.4 −0.48 ± 4.27 × 10−2

Ca 0.5 0.48 ± 3.15 × 10−2

Na −0.7 −0.7 ± 2.00 × 10−15

K 0.6 0.22 ± 1.88 × 10−4

P 0.5 0.49 ± 5.24 × 10−2

N 0.4 0.35 ± 1.51 × 10−2

OM 0.4 0.35 ± 8.23 × 10−3

pH 0.1 0.26 ± 2.37 × 10−2

S −0.6 −0.5 ± 7.07 × 10−16

Cl 0.5 0.5 ± 5.47 × 10−16

a Mean values shown with standard deviation.
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In order to reduce the uncertainties about how variable fertilizer rate technology might affect
cotton yield, we generated a number of raw scenarios to study the effect of decreasing K, P and N at
fixed intervals. The results were combined with the 360 cases of cotton yield data to generate 1331
different scenarios. After convergence of the SimulDRBFCM model, the outcome of the different
scenarios were compared with the baseline scenario, which is made of the original cotton yield data, to
understand how cotton yield relatively changes under the condition of decreasing K, P and N. The
generated yield was compared with the considered normal yield in Greece, which is approximately
2.5 t ha−1 under normal weather conditions. Table 5 shows some of the results under four scenarios,
where the target acceptable decrease in cotton yield production was set to a maximum of 2.5%, 5%,
7.5%, and 10%. In a policy development exercise, the target could be set, for example, by a cost–benefit
analysis or by stakeholders.

Table 5. Simulation results for the four scenarios (decrease by 2.5%, 5%, 7.5%, and 10%).

∆K (%) ∆P (%) ∆N (%) Average Yield Decrease (%) High to Low Yield Decrease (%)

Maximum Yield Decrease: 2.5%

−10 −10 - 2.55 1

Maximum Yield Decrease: 5%

- −40 - 4.80 3
- −10 −40 5.06 3
- - −50 4.80 3
−10 −20 −10 4.80 3
−10 −30 - 5.06 3
−20 - −20 4.80 3
−20 −10 −10 5.06 3

Maximum Yield Decrease: 7.5%

- −50 −10 7.19 6
- −40 −20 6.92 5
- −10 −60 7.19 6
- - −70 6.92 5
−10 −30 −20 7.19 6
−10 −20 −30 6.92 5
−20 −10 −30 7.19 6
−20 - −40 6.92 5
−30 −20 - 6.92 5
−40 −10 - 7.19 6
−40 - −10 6.92 5

Maximum Yield Decrease: 10%

- −60 −20 9.71 7
- −20 −70 9.71 7
- −30 −60 10.00 8
- −70 −10 10.00 8
−10 - −80 9.71 7
−10 −40 −30 9.71 7
−10 −10 −70 10.00 8
−10 −50 −20 10.00 8
−20 −20 −40 9.71 7
−20 −30 −30 10.00 8
−30 - −50 9.71 7
−30 −40 - 9.71 7
−30 −10 −40 10.00 8
−40 −20 −10 9.71 7
−40 −30 - 10.00 8
−50 - −20 9.71 7
−50 −10 −10 10.00 8
−60 −80 −90 10.00 8
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There are different responses to the cotton yield category in relation to initial soil K, P and N
changes. From the results, it can be seen that decreasing K and P by at most 10% and keeping N at the
same level does not decrease the yield by more than 2.5%. When the target maximum yield decrease is
5%, we can see that among the three factors, P and N seem to play a more crucial role in making the
yield drop quite significantly. If N or P is decreased nearly by half, the yield decreases by at most 4.8%.
Otherwise, decreasing the three factors between 10% and 20% also does not decrease the yield by more
than 5.06%, while the yield category decreases from “high” to “low” in 10 cases of the 360 cotton yield
data (i.e., nearly 2.77%).

If the target is to achieve no more than 7.5% yield decrease, N can be decreased by 70% while
keeping the other factors at the same level, or by cutting P by 40%, or by cutting N by 30% and
decreasing one of the other factors between 10% and 20%, or by cutting N by 30% and decreasing one
of the other factors between 10% and 20%. It can be achieved also by cutting K by 40% and one of the
other factors by 10%. In this case, the yield category decreases from “high” to “low” in 21 cases of the
360 cotton yield data (i.e., nearly 5.83%).

Another significant result is that the decrease in yield plateaus when the total decrease in nutrients
reaches a total of 70%. We can notice that even by decreasing K by 60%, P by 80% and N by 90%, the
yield decreases by no more than 10%. In this case, the yield category decreases from “high” to “low”
in 28 cases (i.e., nearly 7.77%). This suggests that under conditions of limited nutrient applications, the
crop makes maximum use of the nutrient that is taken up.

With respect to the original 360 cases of cotton yield data, used as a baseline scenario, it should
be noted that it is characterized by “low” to “medium” P, K, and N. The three factors were never
classified as “high” or “very high”. According to the knowledge collected from experts, too much
nutrients can be harmful to the yield, e.g., N is needed in fair amounts, and too much N can lower the
production. Thus, in cases where simulations are run using a baseline scenario where K, P, or N factors
are classified as “high” in the original data set, dropping these factors during a simulation to a lower
category such as “medium” might even increase the yield and hence the profitability.

The general fertilizer response characteristics based on simulations are summarized in Table 6.

Table 6. K, P, N, and Y values under the different scenarios.

Scenario MIN MAX MEAN SDV a

2.5%

K 0.207 0.4 0.279586 0.0634
P 11.832 20.01 15.83779 1.97
N 6.24 16.9 11.02034 3.36
Y 246.1704 249.721 248.1631 0.991

5%

K 0.161 0.51 0.291374 0.0861
P 10.353 23.72 15.85973 2.62
N 4.68 16.9 9.949553 3.06
Y 240.5466 249.8426 245.5901 2.51

7.5%

K 0.138 0.57 0.294396 0.0845
P 7.395 39.04 16.7129 5.65
N 2.34 26.3 9.433609 3.52
Y 233.8835 249.9708 243.5175 4.38

10%

K 0.092 0.57 0.29462 0.0901
P 4.437 39.04 16.01736 5.87
N 0.78 26.3 9.088008 4.11
Y 226.8011 249.9879 240.8015 5.97

a SDV: Standard Deviation.
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Under the first scenario (2.5% decrease), the mean Nitrogen content is 11.02 ± 3.36, the mean
Potassium content is 0.27 ± 6.34 × 10−2, and the mean Phosphorus content is 15.83 ± 1.97. These
values appear to be characteristic, independently from growing conditions, of a yield mean of
248.16 ± 9.91× 10−1, which corresponds nearly to the normal yield value in Greece.

Similarly, under the second scenario (5% decrease), the mean Nitrogen content is 9.94 ± 3.06,
the mean Potassium content is 0.29 ± 8.61 × 10−2, and the mean Phosphorus content is 15.85 ± 2.62.
These values appear to be characteristic of a yield mean of 245.59 ± 2.51.

Under the third scenario (7.5% decrease), the mean Nitrogen content is 9.43 ± 3.52, the mean
Potassium content is 0.29 ± 8.45 × 10−2, and the mean Phosphorus content is 16.71 ± 5.65. These
values appear to be characteristic of a yield mean of 243.51 ± 4.38.

Under the fourth scenario (10% decrease), the mean Nitrogen content is 9.08 ± 4.11, the mean
Potassium content is 0.29 ± 9.01 × 10−2, and the mean Phosphorus content is 16.01 ± 5.87. These
values appear to be characteristic of a yield mean of 240.80 ± 5.97.

The results are, of course, to be combined with further knowledge about crop variables.
The current cotton yield model characterizes mainly the influence induced by soil parameters on
yield, and it is lacking strong feedback links and dynamics between the different nutrients themselves.
For example, insufficient K may lead to reduced N uptake, hence scenarios that decrease K should
be handled carefully. With respect to fertilization, another issue lies in plant-specific application of N
taking into account the soil moisture available to the plant. The current expert system does not contain
knowledge that describes the influence of moisture on crop production.

3.4. Statistical Significance Tests

To ensure the scientific validity of the SimulDRBFCM method, all analyzed scenario outcomes
have been clustered into groups, performing according to the 2.5%, 5%, 7.5% and 10% yield decreases.
Thus, the aforementioned groups form four spreadsheets that include the id-cases and all dependent,
independent and not participating in the study variables. However, the spreadsheet that covers all
yield decreases up to 10% includes all smaller decrease cases therefore acting as a superset of all cases.
This corresponds to 2847 distinct combinations of either K or P, or N decrease and the computed
outcomes of yield decrease and the percentage of this decrease criterion. Based on the last set of cases,
we performed several statistical tests, by concentrating on the statistical significance of our simulation
outcomes [60]. The purpose of this experimental testing is to assess the true prediction quality of
the SimulDRBFCM model for the simulations above. The statistical significance is an estimate of the
degree, to which the SimulDRBFCM predictions’ quality lies within a confidence interval around the
measurement on the test sets. A commonly used level of reliability of the result is 95%, also written as
p = 0.05, called p-level. Given the set of n = 2847 distinct cases of interest, we can compute the sample
mean and variance of the individual simulation scores (i.e., |actual_yield − computed_yield|), but
what we really are interested in however is the true mean (µ) of the simulation set. Let us assume
that the SimulDRBFCM model scores for the yield decrease are distributed according to the normal
distribution. This implies that any simulation score is independent from other simulation scores. Since
we do not know the true mean µ and variance σ2, we cannot model the distribution of simulation scores
with the normal distribution. However, we can use Student’s t-distribution [61], which approximates
the normal distribution for a large simulation set n.

Relative to the confidence interval [µ − d, µ + d] around the mean yield decrease simulation
score, the SimulDRBFCM model quality lies within the confidence interval with a probability q.
The relationship between the degree of statistical significance and the confidence interval is shown in
Figure 7, which really expresses the statistical significance by the fraction of the area under the curve
that is shaded.
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Figure 7. With probability q = 0.95 (shaded area), the number of correct SimulDRBFCM simulations
lies in an interval [x− d, x + d] around the mean sentence score x.

The confidence interval is indicated by the boundaries on the x-axis. The functional mapping
between a confidence interval [x− d, x + d] and the probability q can be obtained by integrating over
the distribution [62]. However, in case of Student’s t-distribution, the solution to this does not exist in
closed form, but we can use numerical methods. According to the above mentioned explanation, we
performed in SPSS Statistics for Windows, version 16.0 (SPSS Inc., Chicago, USA) an examination of
the distribution used which is found to be near Student’s t-distribution as shown in Figure 8.
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Figure 8. Depiction and verification of the yield decrease percentage distribution produced on the set
of the n = 2847 cases.

This allowed us to perform three non-parametric pairwise sample tests spanning from 95% to
99% confidence intervals that justify the true statistical significance of our model. These tests show
that there is no significant difference when going over the confidence interval of 95% which is the most
popular and used one. Note that the mean, the standard deviation, the standard error mean, and the
upper and lower bounds remain the same for all cases since they refer to the same sample and only
the t-values change (see Tables 7–9).

Table 7. Paired Samples Test (95% confidence interval).

Paired Sample Names

Paired Differences

Mean Std.
Deviation

Std. Error
Mean

95% Confidence Interval of
the Difference t

Lower Upper

Pair 1 kdecr-yielddecr −0.08693991 0.15064377 0.00282330 −0.09247583 −0.08140398 −30.423
Pair 2 pdecr-yielddecr −0.13095115 0.18151794 0.00340193 −0.13762165 −0.12428064 −38.64
Pair 3 Ndecr-yielddecr −0.19255686 0.22737567 0.00426138 −0.20091556 −0.18420415 −45.56
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Table 8. Paired Samples Test (97% confidence interval).

Paired Sample Names

Paired Differences

Mean Std.
Deviation

Std. Error
Mean

97% Confidence Interval of
the Difference t

Lower Upper

Pair 1 kdecr-yielddecr −0.08693991 0.15064377 0.00282330 −0.09247583 −0.08140398 −30.755
Pair 2 pdecr-yielddecr −0.13095115 0.18151794 0.00340193 −0.13762165 −0.12428064 −38.433
Pair 3 ndecr-yielddecr −0.19255686 0.22737567 0.00426138 −0.20091556 −0.18420415 −45.167

Table 9. Paired Samples Test (99% confidence interval).

Paired Sample Names

Paired Differences

Mean Std.
Deviation

Std. Error
Mean

99% Confidence Interval of
the Difference t

Lower Upper

Pair 1 kdecr-yielddecr −0.08693991 0.15064377 0.00282330 −0.09247583 −0.08140398 −30.794
Pair 2 pdecr-yielddecr −0.13095115 0.18151794 0.00340193 −0.13762165 −0.12428064 −38.493
Pair 3 ndecr-yielddecr −0.19255686 0.22737567 0.00426138 −0.20091556 −0.18420415 −45.187

To cover the relevant abnormality in the distribution shown in Figure 8 we also performed a
Mann–Whitney U-test on all the cases and all the scenarios under the full extension of our simulation
study. The Mann–Whitney U is a non-parametric test used to assess for significant differences in a scale
or ordinal dependent variable by a single dichotomous independent variable. It is the non-parametric
equivalent of the independent samples t-test [63]. More specifically, we chose to investigate the
p-value in the statistical significance for the variables of K-reduction, P-reduction, N-reduction and
yield-reduction predicted by the model. For this reason, we have used the dichotomous independent
variable to be the transition from the state of high-yield to low-yield according to the description in the
previous subsection.

For this test, we used all 1331 scenarios each one containing the 360 cases of yield predictions.
The Mann–Whitney U-test was also performed in SPSS and its results are shown by Tables 10 and 11.
The most important finding is that the (two-tailed) Asymptotic Sig. is 0.00 for yield-reduction,
K-reduction and P-reduction, giving a value smaller than the original p-value.

Table 10. Mann–Whitney U-Test Ranks.

Match N Mean Rank Sum of Ranks

Yield-reduction
1 17,624 11,102.63 1.96×108

2 3071 6017.30 18,479,117.00
Total 20,695

K-reduction
1 17,624 10,501.16 1.85×108

2 3,071 9469.03 29,079,397.00
Total 20,695

P-reduction
1 17,624 10,273.80 1.81×108

2 3071 10,773.84 33,086,475.00
Total 20,695

N-reduction
1 17,624 10,348.00 1.82×108

2 3071 10,348.00 31,778,708.00
Total 20,695
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Table 11. Mann–Whitney U-Test Statistics a.

Yield-reduction K-reduction P-reduction N-reduction

Mann–Whitney U 1.376×107 2.436×107 2.575×107 2.706×107

Wilcoxon W 1.848×107 2.908×107 1.811××108 3.178×107

Z −43.531 −8.863 −4.83 0.000
Asymp. Sig. (two-tailed) 0.000 0.000 0.000 1.000

a Grouping Variable: Match.

This result confirms that the yield reduction, K reduction and P reduction measures are highly
significant (p < 0.001). However, for these data, the Mann–Whitney test is not significant (two-tailed)
for the N Reduction scores performed in yield prediction.

4. Conclusions and Future Work

In this work, we proposed the SimulDRBFCM modeling method, which is a Fuzzy Cognitive
Map where relationships between concepts are expressed in the form of Fuzzy Inference Systems
that dynamically determine the influence between concepts, while running a simulation for a specific
scenario. The model is hence capable of simulating change in system output when stimulated with
change in the main system drivers. Modeling with SimulDRBFCM offers also a number of advantages
besides simulating change. In comparison to a traditional FCM model, SimulDRBFCM is more faithful
to the real world model, since the knowledge collected from the experts is fed into a standard inference
system to map adequately and dynamically an input space into an output space during simulation.
Furthermore, SimulDRBFCM generates predictions that can be interpreted by tracing the rules that
contributed to the results.

The knowledge-based approach can be very helpful to managers and stakeholders in PA because
it increases system understanding, and reduces the uncertainties about the way a given model may
react to changes in system drivers. This is interesting because it helps avoiding pitfalls caused by
ignorance, and teaches skills that are likely to last beyond the modeling process.

The adoption of PA technologies should be supported by the development of appropriate
regulations and policies, and the establishment of coordination bodies and linkages with national
strategies. In this perspective, SimulDRBFCM has the potential to bring science to the process of
strategic planning in PA by offering tools to link management storylines to quantitative scenarios.
It allows building simulations with transparent and traceable results that are consistent and
reproducible. This is interesting, from policymakers’ perspective, because the evaluation of the
impact of different PA management options, from an integrated perspective, before their establishment
can offer cues and may reduce costs, efforts as well as the risk of failure.

Moreover, the proposed approach offers an opportunity to optimize crop quality and yield
production. Yield and quality are influenced by soil fertility which can vary from one field
grid to another one. The method would allow farmers to identify those parcels of potential low
production, and take actions proactively by applying the needed amounts of fertilizers to achieve
optimal production.

The illustrative case study was built using knowledge collected from multiple experts.
The proposed approach was successfully applied to generate the aggregate system complexities,
facilitating thus conciliation of opinions and conflict resolution. It is also interesting because it ensures
that interventions will have more credibility, which can help increase the uptake of precision agriculture
management by stakeholders and farmers. We applied the approach, to generate different scenarios
to predict how cotton yield related to K, P and N changes. In this study, the results of simulations
showed that decreasing the three nutrients by half does not decrease yield by more than 10%, which
might suggest that N, K, and P amounts can be reviewed in respect to fertilizer recommendations
without compromising the yield production. Applying only the necessary nitrogen rates to achieve an
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optimal crop yield can help decreasing adverse environmental effects, and hence ensure environmental
protection. PA can particularly alleviate nitrate contamination in groundwater, which is a major
consideration in the contamination of many of the world’s water streams. Moreover, if a famer has
precise information on nutrients needed on each parcel, variable rate application could reduce costs
and increase profitability, based on the assumption that the achieved net savings offset the cost of any
additional labor or acquisition of technologies. Hence, while reducing the environmental footprint, PA
can also help boosting economic efficiency in on-farm activities.

As future work, we would like to combine the results with a cost–benefit analysis to gain
insights into the actual profits that can be achieved by using precision agriculture. We would like
also to generate more scenarios and simulations using data with higher variability, and taking into
consideration crop sensitivity to weather conditions, nutrient interdependencies, losses and recovery.
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