The Short-Term Power Load Forecasting Based on Sperm Whale Algorithm and Wavelet Least Square Support Vector Machine with DWT-IR for Feature Selection
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Abstract: Short-term power load forecasting is an important basis for the operation of integrated energy system, and the accuracy of load forecasting directly affects the economy of system operation. To improve the forecasting accuracy, this paper proposes a load forecasting system based on wavelet least square support vector machine and sperm whale algorithm. Firstly, the methods of discrete wavelet transform and inconsistency rate model (DWT-IR) are used to select the optimal features, which aims to reduce the redundancy of input vectors. Secondly, the kernel function of least square support vector machine LSSVM is replaced by wavelet kernel function for improving the nonlinear mapping ability of LSSVM. Lastly, the parameters of W-LSSVM are optimized by sperm whale algorithm, and the short-term load forecasting method of W-LSSVM-SWA is established. Additionally, the example verification results show that the proposed model outperforms other alternative methods and has a strong effectiveness and feasibility in short-term power load forecasting.
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1. Introduction

Energy and environmental issues have increasingly contributed to the transformation of human energy consumption patterns, and how to improve energy efficiency, reduce environmental pollution and achieve sustainable energy development has been the topic of today’s common interest [1]. The integrated energy system (IES), which combined the hot and cold power micro-grid, can carry on the unified dispatching of electric power, natural gas energy and distributed energy. Furthermore, the integrated energy system can not only meet a variety of load requirements, but can also improve the energy efficiency of energy system and environment benefits; it has become an important direction for future energy system development [2]. However, there still exist some problems in the actual operation of the distributed energy, such as power output randomness, weak system stability and so on [3]. Therefore, to accurately forecast the power load of IES is of great significance, which can not only help to prove the stability of the system operation, but can also promote the efficiency of various energy sources. The accuracy of short-term power load prediction directly affects the quality of the prediction work.

At present, the load forecasting methods are mainly divided into two categories: traditional forecasting method and the intelligent prediction method. Separately, the traditional prediction method mainly includes time series prediction, regression analysis, gray prediction, fuzzy prediction and so on. For example, A.E. et al. [4] proposed a multiple equation time-series model for forecasting day-ahead electricity load. Cui et al. [5] presented a combined model of HP Filter-SARIMA-Revised ARMAX optimized by...
regression analysis was introduced to forecast short-term power load. Zhao et al. [6] presented an improved grey model optimized by a new optimization algorithm Ant Lion Optimizer for annual power load forecasting and the rolling mechanism was introduced to improve the forecasting accuracy. Coelho et al. [7] used a novel hybrid evolutionary fuzzy model with parameter optimization for load forecasting in a MG scenario. As can be seen from the above references, this kind of forecasting method has a mature theoretical basis, and its calculation process is simpler and easier to understand; however, this kind of method is unable to deal with non-linear forecasting problem due to theoretical limitation, its application object is often relatively simple, and the prediction accuracy usually fails to meet the expectations.

With the development of modern computer technology and the continuous improvement of mathematical theory, intelligent forecasting methods are favored by many scholars for deep research. Artificial neural network (ANN) and support vector machine (SVM) are usually attractive to many scholars for solving short-term power load forecasting problems. As shown in paper [8], an artificial neural network (ANN) model with a back-propagation algorithm was presented for short-term load forecasting in micro-grid power systems. In paper [9], several univariate approaches based on neural networks were proposed and compared, which included multi-layer perceptron, radial basis function neural network, generalized regression neural network, fuzzy counter propagation neural networks, and self-organizing maps. Rana et al. [10] introduced an advanced wavelet neural networks for very short-term load forecasting, and the complex electricity load data was decomposed into different frequencies by the proposed method to separately realize the load forecasting. In paper [11], an effective short-term load forecasting model based on the generalized regression neural network with decreasing step fruit fly optimization algorithm was proposed. However, the ANN has slow convergence speed and easy to fall into the local optimal problem, which leads to the decrease of the prediction accuracy.

Since the SVM model can avoid the local optimum problem, it has been widely used in the research field of load forecasting. For example, Pan et al. [12] and Ceperic et al. [13] used the SVM model to verify its effectiveness and feasibility in power load forecasting. To improve the prediction performance, some scholars attempt to use the evolutionary algorithms to determine the parameters values of SVM. Pai et al. [14] firstly proposed to use the genetic algorithms (GA) to determine the parameters of SVM in solving the load forecasting problems. Ren et al. [15] used particle swarm optimization (PSO) to optimize the parameters of the SVM model for power load forecasting to improve the prediction accuracy. Zhang et al. [16] proposed a novel model for electric load forecasting by the combination of singular spectrum analysis, support vector machine and Cuckoo search algorithms. Compared with the neural network, SVM model is used to obtain a better result for load forecasting, but the speed of SVM algorithm is still not fast enough. The choice of kernel function has great influence on the running results, and the choice of kernel function parameters depends on the experience value.

Thus, some scholars try faster LSSVM for load forecasting. Li et al. [17] proposed a LSSVM-based annual electric load forecasting model that used Fruit Fly Optimization Algorithm (FOA) to automatically determine the appropriate values of the two parameters for the LSSVM model. Niu et al. [18] introduced a wavelet least square support vector machine model optimized by the improved fruit fly optimization algorithm. Sun et al. [19] presented a least-squares support vector machine method based on improved imperialist competitive algorithm through differential evolution algorithm so as to improve the accuracy of short-term load forecasting. To improve the accuracy of load forecasting, Liang et al. [20] presented a hybrid model based on wavelet transform and least squares support vector machine, which was optimized by an improved cuckoo search. Through the above analysis, we can find that some researchers usually apply optimization algorithms to optimize the parameters of LSSVM, so as to solve the blind selection problems of the penalty coefficient and kernel parameters. There are various optimization algorithms that used to optimize the parameters of SVM in terms of overcoming local optimal problem, such as particle swarm optimization algorithm (PSO) [21], genetic algorithm (GA) [14,22], artificial bee colony algorithm (ABC) [23], fruit fly optimization algorithm (FOA) [17,18,23], ant colony optimization algorithm (ACO) [24], imperialist competitive algorithm (ICA) [19], cuckoo search algorithm (CS) [20], etc.
Although the above optimization algorithms have their own advantages, each of them also
emerges some corresponding shortcomings. For example, FOA cannot guarantee the convergence to
the best solution, and can easily fall into the local optimum, which leads to a decrease in prediction
accuracy. Imperialist competitive algorithm will show premature convergence in different situations.
Cuckoo search has low searching efficiency and long calculation time, and its local search accuracy is
not high, and it cannot fully meet the needs of the LSSVM parameter optimization problem. Actually,
these optimization algorithms always use the best sections to achieve the global optimum and abandon
bad ones. Due to this kind of optimization mechanism, they do not make the utmost usage of the
data information and the obtained LSSVM parameters cannot reach the expected forecasting accuracy.
Therefore, this paper tries to adopt the sperm whale algorithm (SWA) to optimize LSSVM parameters.

The sperm whale algorithm (SWA), first proposed by Ebrahimi and Khamehchi in 2016, is a brand
new swarm intelligent optimization algorithm, which is mainly to simulate the whale’s life style [25]. One
of the great advantages of SWA over others is that it simultaneously uses the best and the worst answers
to obtain the global optimal values. The sperm whale algorithm can avoid premature convergence and
prevent it from falling into local optimal by creating different subgroups. Furthermore, the step that the
worst results through search space center reflection transferring to expected space, greatly reduces the
computing time of the algorithm, and also improves the search efficiency of the algorithm. Currently,
the sperm whale optimization algorithm has less application in other areas. Therefore, it may be a good
alternative to use it to optimize the LSSVM parameters based on its unique searching characteristics.
In addition, the feature selection is also important when faced with the problem of obtaining more
useful influential factors and dealing with a large amount of data in load forecasting task. The term
of feature selection is to identify and select the suitable input vectors for regression model to reduce
the redundancy and improve the computational efficiency. Thus, this paper intends to use the discrete
wavelet transform (DWT) and inconsistency rate (IR) model to make the feature selection.

The main structure of this article is as follows. In Section 2, the mathematical formulation of
W-LSSVM is presented. The sperm whale algorithm is introduced in Section 3. The feature selection
based on discrete wavelet transform and inconsistency rate is presented in Section 4. In Section 5, the
parameters are given by W-LSSVM-SWA in example verification, and numerical testing results and
comparisons are stated in detail. Finally, some conclusions are proposed in Section 6.

2. Wavelet Least Square Support Vector Machine

LSSVM is an extension of the standard support vector machine (SVM), nonlinearly mapping
the input into a high-dimensional feature space to construct optimal decision surface [26]. Following
the principle of risk minimization, LSSVM transforms the inequality constraints of SVM into solving
equations, which simplifies the computational complexity and increases the speed of operation [27].

It is supposed that there are N samples set as \( T = \{(x_i, y_i)\}_{i=1}^{N} \), the regression model can be
indicated as follows:

\[
g(x) = w^T \phi(x) + b
\]  

where \( \phi(*) \) is the mapping function; \( w \) represents the weight vector; and \( b \) is the bias. In LSSVM, the
optimization can be described as the following function:

\[
\begin{align*}
\min & \quad \frac{1}{2} w^T w + \frac{1}{2} \gamma \sum_{i=1}^{N} \xi_i^2 \\
\text{s.t. } & \quad y_i = w^T \phi(x_i) + \xi_i, \quad i = 1, 2, 3, \cdots, N;
\end{align*}
\]  

where the penalty factor \( \gamma \) is used for the balance between model’s complexity and accuracy; and \( \xi_i \)
serves as error. To address the above equations, the Lagrange function is defined as below:
\[
L(w, b, \xi, \alpha) = \frac{1}{2} w^T w + \frac{1}{2} \gamma \sum_{i=1}^{N} \mu_i \xi_i^2 - \sum_{i=1}^{N} \alpha_i \left[ w^T \varphi(x_i) + b + \xi_i - y_i \right]
\] (4)

where \( \alpha_i \) is the Lagrange multiplier. Partial derivatives of \( w, b, \xi_i \), and \( \alpha_i \) are taken, equaling to zero, in Equation (5).

\[
\begin{align*}
\frac{\partial L}{\partial w} &= 0 \rightarrow w = \sum_{i=1}^{N} \alpha_i \varphi(x_i) \\
\frac{\partial L}{\partial b} &= 0 \rightarrow \sum_{i=1}^{N} \alpha_i = 0 \\
\frac{\partial L}{\partial \xi_i} &= 0 \rightarrow \alpha_i = \gamma \mu_i \xi_i \\
\frac{\partial L}{\partial \alpha_i} &= 0 \rightarrow w^T + b + \xi_i - y_i = 0
\end{align*}
\] (5)

Then, the optimization problem is changed into Equation (6) by eliminating \( w \) and \( \xi_i \).

\[
\begin{bmatrix}
0 \\
e_n^T \\
\Omega + \gamma^{-1} \mu^{-1} \cdot I
\end{bmatrix}
\begin{bmatrix}
b \\
a
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
y
\end{bmatrix}
\] (6)

where \( \Omega = \varphi^T(x_i) \varphi(x_i) \); \( e_n \) is an n-dimensional column, and \( a \) and \( y \) are equal to \( [\alpha_1, \alpha_2, ..., \alpha_n] \) and \( [y_1, y_2, ..., y_n]^T \), respectively. According to Equation (6), \( y(x) \) is obtained as follows:

\[
y(x) = \sum_{i=1}^{N} \alpha_i K(x_i, x) + b
\] (7)

where \( K(x_i, x) \) is the kernel function. In the present study, Gaussian kernel function in LSSVM is superseded by wavelet kernel function \( K(x_i, x) = \prod_{i=1}^{N} \psi\left(\frac{x_i - x'_i}{\sigma_i}\right) \), which will be detailed established in the next section. Hence, Equation (7) is switched by the following:

\[
y(x) = \sum_{i=1}^{N} \alpha_i \prod_{i=1}^{N} \psi\left(\frac{x_i - x'_i}{\sigma_i}\right) + b
\] (8)

\[
\psi(x) = \cos(1.75x) \cdot \exp\left(-\frac{x^2}{2}\right)
\] (9)

Eventually, weighted LSSVM can be acquired, as indicated in Equation (10).

\[
y(x) = \sum_{i=1}^{N} \alpha_i \prod_{i=1}^{N} \left\{ \cos\left(\frac{1.75(x_i - x'_i)}{\sigma_i}\right) \cdot \exp\left(-\frac{(x_i - x'_i)^2}{2}\right) \right\} + b
\] (10)

The use of wavelet kernel function instead of traditional radial basis function is mainly based on the following reasons [28]:

(a) Wavelet kernel function has an advantage in stepwise data-description and is superior to Gaussian kernel function when applied in LSSVM to simulate arbitrary functions accurately.

(b) Compared with Gaussian kernel function, wavelet kernel function is orthogonal or nearly orthogonal rather than relevant or even redundant.

(c) Particularly because of multi-resolution analysis and processing of the wavelet signal, wavelet kernel function has strong capability in nonlinear processing, which immensely promotes LSSVM’s generalization ability and robustness.

3. Sperm Whale Algorithm

Deriving from the life style of sperm whales, a new efficient multi-objective optimization algorithm called sperm whale algorithm (SWA) [25] is mathematically modeled. In SWA, each answer denotes a
sperm whale. By virtue of multiple populations’ common search, \( m \times n \) number of individuals should be created as the initial population. Subsequently, the primary population is divided into \( n \) Temporary Sub-group (TSG), each containing \( m \) members. As shown in Figure 1, a new Main Sub-group (MSG) embodying \( n \) members is produced through a randomly selected TSG until \( m \) MSGs are generated for iterative optimization. The construction of various sub-groups is aiming at preventing SWA from terminating prematurely and falling into local optimum. In this algorithm, MSG is created for the following operations:

1. Each sperm whale undergoes two locations in breathing–feeding cycle (it breathes on the sea but takes food undersea), so that the objective function will be calculated by both two positions (current position and relative position). Nevertheless, the best answer of the relative position does not make contributions to seeking the global optimal answer and even increases the computing time, which is the reason for only reflecting the worst answer. In light of these, taking the information exchange between whales into account, location of the worst answer can be transferred into desired space by the reflection to the center of the search space. Thus, as illustrated in Figure 2, the worst and best answers are on the spatial line connecting worst answer and its reflection. Assume that the worst and best whales are named as \( X_{\text{worst}} \) and \( X_{\text{best}} \), respectively, so:

\[
X_{\text{center}} = X_{\text{worst}} + C \times X_{\text{best}}
\]  

(11)

\[
X_{\text{reflex}} = X_{\text{worst}} + 2 \times (X_{\text{center}} - X_{\text{worst}}) = 2X_{\text{center}} - X_{\text{worst}}
\]  

(12)

where \( X_{\text{center}} \) is conceived as the reflection center and \( C \) refers to center factor. Besides, \( X_{\text{reflex}} \) is the result obtained from \( X_{\text{worst}} \) to \( X_{\text{center}} \).

\[\text{Figure 1. Grouping process in sperm whale algorithm (SWA).}\]
In addition, if $X_{r e f l e x}$ is located outside the search space, $c$ should diminish in accordance with $c = r \times c_i$, in which $c_i$ is the initial central factor and $r$ called the shrinkage factor is less than 1. In the global optimization problem, it is within the scope of the research space to select the parameter $c$. Furthermore, $C$ is presumed as a $1 \times n$ vector and $n$ is the number of decision variables. Then,

$$
\text{for } i = 1 : n
$$

$$
X_{\min}(i) \leq X_{r e f l e x}(i) \leq X_{\max}(i)
$$

Equation (2) \hspace{1cm}

$$
X_{\min}(i) \leq 2X_{\text{center}}(i) - X_{\text{worst}}(i) \leq X_{\max}(i)
$$

Equation (1) \hspace{1cm}

$$
X_{\min}(i) \leq 2 \times (X_{\text{worst}}(i) + C(i) \times X_{\text{best}}(i)) - X_{\text{worst}}(i) \leq X_{\max}(i)
$$

Equation (15) \hspace{1cm}

$$
X_{\min}(i) \leq X_{\text{worst}}(i) + 2C(i) \times X_{\text{best}}(i) \leq X_{\max}(i)
$$

Equation (16) \hspace{1cm}

$$
\frac{X_{\min}(i) - X_{\text{worst}}(i)}{2X_{\text{best}}(i)} \leq C(i) \leq \frac{X_{\max}(i) - X_{\text{worst}}(i)}{2X_{\text{best}}(i)}
$$

Equation (17) \hspace{1cm}

$$
c = \text{rand} \times \text{Min}(C)
$$

Equation (18)

There is no need to check whether $X_{r e f l e x}$ is beyond the search space. Consequently, not only does this program speed up the operation to a certain extent, but it also reduces the number of parameters and dimensions. Moreover, it is unnecessary to set $r$ and $c$ specifically.

(2) In view of sperm whales’ limited vision, a local search is carried out around the members of the Good Gang (GG) which consists of $q$ whales selected from each MSG. The search method is: members of GG can be constantly changed by iterations within the realm of definable vision $Q$ (radius), and once a better answer is gained, the original one in GG will be replaced.

(3) Considering the mating behavior of sperm whales (the strongest male whale mates with several female whales), there will be crossovers between the best answer in GG and other answers in MSG. Afterwards, a descendant answer randomly selected will take place of the mother answer. Finally, all answers in subgroup have a mutual substitute relationship and are reordered when the specified times of iteration are reached. It is not until the best answer is found that repetitions of the procedure above are stopped. Figure 3 displays the optimization flowchart of SWA.
As can be seen in the flowchart, no conditions are set for satisfying constraints of the fitness function, owing to application of the heuristic constraint disposal method in SWA. In this way, beneficial to algorithm’s handling capability is the adoption that no specific parameters are entailed to preset. Employing penalty function technique in SWA, fitness function will become the following:

\[ F(\vec{x}) = f(\vec{x}) + \sum_{i=1}^{N} R_i \left( g_i(\vec{x}) \right)^2 \]  

(19)

where \( f(\vec{x}) \) is the objective function and \( \left( g_i(\vec{x}) \right) \) is the constraint violation function \( R_i \), penalty parameter of the \( i \)th inequality constraint, aims to convert the magnitude of constraint violation into objective function’s value. In case of incorrect setting of \( N \) penalty parameters, they will get into trouble while a large number of equality are emerging, therefore, this heuristic constraint disposal method is put into use. With regard to pairwise comparison between two optimization results, these principles should abide by: (A) when two feasible solutions are mutually compared, the better is preferred; (B) when the feasible solution is compared with the unfeasible solution, then the feasible solution is selected; and (C) when two unfeasible solutions are compared with each other, the less violating constraint is chosen.

4. Feature Selection with DWT-IR

4.1. Discrete Wavelet Transform (DWT)

Discrete Wavelet Transform (DWT) has been widely used in digital signal processing, earthquake prediction, medical fault diagnosis, coding theory, quantum physics, probability theory, etc. A variety of fast Fourier transform (FFT) and discrete wavelet transform (DWT) algorithms are emerging as one
of the most active fields in numerical algebra, its significance is far more than the scope of the study of the algorithm, it also opens up a new situation for the study of other science and technology [29].

Usually, continuous wavelet transform tends to have some redundancy in the data processing; to solve this problem, the discrete wavelet transform method is often used to deal with the practical problem, which also means to discrete the wavelet basis function. This kind of discrete approach is not for the time \( t \), but for the stretch factor and translation factor of wavelet basis function. Typically, wavelet basis functions can be represented by the following formula [30]:

\[
\Psi_{a,t}(t) = a^{-\frac{1}{2}} \psi\left(\frac{t - \tau}{a}\right) \quad a > 0, \tau \in \mathbb{R}
\]  

(20)

where \( a \) represents wavelet scale stretch factor; and \( \tau \) is wavelet translation factor. In general, the wavelet discretization is the discretization of parameters \( a, \tau \). Let \( a = 2^j \) and \( \tau = 2^j \cdot T_s \cdot n \), the basis function of discrete wavelet can be obtained:

\[
\Psi_{j,n}(t) = 2^{-\frac{j}{2}} \psi\left(\frac{t}{2^j} - n \cdot T_s\right) \quad j, n \in \mathbb{N}
\]  

(21)

The discrete wavelet coefficients for any function \( f(t) \) can be defined as:

\[
\text{WT}_f(j,n) = \int_R f(t) \overline{\Psi_{j,n}(t)} dt
\]  

(22)

where \( \overline{\Psi_{j,n}(t)} \) is the dual function of \( \Psi_{j,n}(t) \). The discrete wavelet coefficients \( \text{WT}_f \) can be used to construct function \( f(t) \), as follows:

\[
f(t) = \frac{1}{A} \sum \text{WT}_f(j,n) \cdot \psi_{j,n}(t)
\]  

(23)

where \( A \) is a constant, and the process of DWT is shown in Figure 4.

The DWT process can be expressed as a decomposition tree composed of low frequency signals and high frequency signals [31]. In the wavelet decomposition tree, the signal decomposition process can be iterated and multi-level decomposition. To decompose the low frequency signal can get more low frequency signals, and the high frequency signal can also be decomposed to get more low frequency signals and high frequency signals. In practice, the frequency of decomposition is determined by \( \text{WT}_f \).

In the selection of power load influence factors, a set of high frequency signals (\( y_0 \rightarrow y_n \)) and low frequency signals (\( Z_n \)) can be obtained by the discrete wavelet transformation of historical data. The low frequency signal is stable and relatively smooth. In contrast, a high-frequency signal usually exhibits higher non-linear characteristics. Signal decomposition can help to analyze data features more clearly. Therefore, the input features of the model can be selected by calculating the data inconsistency rate of the different frequency signals between the data sets.

![Figure 4. Discrete wavelet transformation structure.](image-url)
4.2. Data Inconsistency Rate (IR)

The purpose of feature selection is to distinguish the data characteristics with the strongest correlation from the load data, which makes the input vector of forecast model have a strong pertinence and low data redundancy to improve the prediction accuracy of load forecasting [32]. The data inconsistency rate can accurately describe the discrete characteristics of the input features, and different attributes can get different division patterns, different division patterns can get different frequency distribution [33]. Therefore, the data inconsistency rate can be used to distinguish the classification ability of data categories. The larger the data inconsistency rate is, the worse the classification ability of the feature vector is.

Assume that a set of historical load data has \( g \) features, which represented by \( G_1, G_2, \cdots, G_g \). Given that class tag \( L \) has \( c \) categories, and there are \( n \) samples. For each sample \( j \), let \( X_j \) represent the eigenvalues corresponding to the load feature \( F_i \), then the data can be represented as \( [X_j, y_j] \),

\[
X_j = [x_{j1}, x_{j2}, x_{j3}, \cdots, x_{jd}]
\]

Continue to assume that there are \( p \) feature division intervals in the load data set, denoted as \( X^*_k (k = 1, \cdots, p) \). Therefore, the frequency of categories, obtained according to the interval division mode, is shown in Table 1.

| Categories | L | 1 | 2 | \( \cdots \) | c |
|------------|---|---|---|\( \cdots \)||---|
| \( X^*_1 \) | \( f_{11} \) | \( f_{12} \) | \( \cdots \) | \( f_{1c} \) |
| \( X^*_2 \) | \( f_{21} \) | \( f_{22} \) | \( \cdots \) | \( f_{2c} \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \cdots \) | \( \vdots \) |
| \( X^*_p \) | \( f_{p1} \) | \( f_{p2} \) | \( \cdots \) | \( f_{pc} \) |

As shown in the Table 1, \( f_{pc} \) represents the number of samples belonging to category \( X^*_p \), thus the data inconsistency rate of the load features can be calculated as follows:

\[
\tau = \frac{1}{N} \sum_{k=1}^{p} \left( \frac{\sum_{l=1}^{c} f_{kl} - \max_{l} \{f_{kl}\}}{N} \right)
\]

(24)

where \( f_{kl} \) is the number of data samples belonging to the \( x_k \) mode. \( x_k \) represents that the data set has \( p \) feature division interval patterns, and \( k = 1, 2, \cdots, p, p \leq N \).

The feature selection based on the data inconsistency is to select the strongest feature subset from all the features of the sample data set, and the obtained features with the smallest data inconsistency rate will maximize the characteristics of the sample dataset and reduce the redundancy caused by the repetition of the information. Assume that \( Z \) is the subset of load feature set \( S \), then \( Z \subset S \). Let \( \tau_Z \) represent the inconsistency rate of \( Z \), the feature selection is to find a subset \( Z \) with minimum number of features.

If the calculated data inconsistency rate of subset \( Z \) and feature set \( S \) are equal, it illustrates the feature set contains many redundant features. Thus, the ideal goal of feature selection is to find a subset \( Z \) that makes \( \tau_z \approx \tau_S \); in other words, the feature subset \( Z \) can maximize the full information of the feature set \( S \), and make the data set not seem so redundant. Using the forward search method to calculate the data inconsistency rate, the calculation steps are as follows:

Step 1. Initialize the optimal feature subset is null \( \Gamma = \{ \} \).

Step 2. Calculate the data inconsistency rate of data set \( G_1, G_2, \cdots, G_g \) which composed by each remaining feature in subset \( \Gamma \).

Step 3. Select the feature \( G_i \) that corresponding to the minimum inconsistency rate as the optimal feature, and update the optimal feature set as \( \Gamma = \{ \Gamma, G_i \} \).
Step 4. Utilize the forward search strategy to obtain the inconsistency rate statistics table of feature subsets, and arranged in ascending.

Step 5. Select a subset $\tilde{\Gamma}$ with the number of selected features as small as possible, and judge whether $\tau_{\tilde{z}} \approx \tau_{S}$ is true; if it is true, $\tilde{\Gamma}$ will be selected as the optimal feature subset.

Calculating the inconsistency rate to make the feature selection can not only eliminate redundant features but can also take into account the correlation between features. The calculation does not neglect the relationship between features, which makes the selected features can excellently represent all data information.

4.3. The Feature Selection Based on DWT-IR

The key of DWT-IR model for feature selection is to accurately calculate the inconsistency rate of different signals. Through the discrete decomposition of the feature data, the changes of the data can be directly reflected. By the calculation of the inconsistency rate, the redundancy situation can be judged intuitively, and the needed features can be effectively selected.

The calculation steps based on DWT-IR for feature selection are as follows:

Step 1. Initialize the optimal feature subset into an empty set $\Gamma = \emptyset$. Set the historical data to have $g$ features, denoted by $G_1, G_2, \cdots, G_g$. Use the DWT method to constantly decompose and construct the feature data, and observe the errors between the original data and the reconstructed data until the conditions are satisfied. Thereby, obtain a set of high frequency signals $y_{ij}, i = 1, 2, \cdots, g, j = 1, 2, \cdots, m$ and low frequency signals $Z_{in}$.

Step 2. Calculate the inconsistency rate $\tau_1, \cdots, \tau_n$ of high frequency signal $y_{ij}$ and low frequency signal $Z_{in}$ of feature $G_i$, respectively. The final data inconsistency rate is obtained by weighted sum rules $\tau_{G_i} = w_1 \tau_1 + \cdots + w_n \tau_n$.

Step 3. Sort the data inconsistency rate $\tau_{G_i}$ of each feature, and select the $G_i$ with minimum inconsistent rate as optimal feature. Update the optimal feature subset $\Gamma = \{\Gamma, G_i\}$, and judge whether $\tau_{\tilde{z}} \approx \tau_{S}$ is satisfied. If satisfied, output the optimal feature subset $\Gamma$; if not satisfied, continue the iteration calculation.

5. Experiment and Results Analysis

5.1. Forecasting System with W-LSSVM-SWA and DWT-IR

The short-term power load forecasting method based on DWT-IR feature selection and W-LSSVM-SWA model is shown in Figure 5. As shown in the figure, the general forecasting process based on the proposed method is as follows: first, the original data is divided into training set and testing set, and the initial feature subset and initial parameters of LSSVM are put into LSSVM model to calculate the fitness function value. Second, determine the fitness function value whether to meet the conditions. If not satisfied, the DWT-IR model is used for feature selection, and the selected features are put into the LSSVM to re-calculate the fitness function value, the SWA method is adopted to optimize and control the parameters of LSSVM. It is noted that each sperm whale can be regarded as a feasible solution of the solution space, and its breathing–feeding cycle can be seen as a searching process for the parameters optimization of LSSVM. Then, the calculation cycle is repeated until the accuracy conditions are met. Finally, the optimal parameters and fitness function values are obtained.

Based on the above analysis, the proposed method in this paper mainly includes three parts. The first part is the feature selection based on DWT-IR model (Part 1), which aims to find the optimal subset and optimal parameters of the regression model through the iteration calculation. The second part is the sample training based on W-LSSVM model (Part 2); its purpose is mainly to calculate the prediction accuracy of training samples in each iteration, so the value of fitness function can be obtained. The third part is the load forecasting based on W-LSSVM model (Part 3), which aims to retrain the W-LSSVM regression model with the obtained optimal feature subset and parameters, so
the test samples are accurately predicted. When the constructed feature subset does not satisfy the stop criteria, the program will continue to cycle until the expected precision is achieved.

![Figure 5. A flowchart of the QFA-W-LSSVM framework for icing forecasting.](image)

Step 1. In addition to historical load value, this paper selects the daily maximum temperature, daily average temperature, daily minimum temperature, daily precipitation, wind speed, relative humidity, whether on weekends, and whether a holiday as the candidate features. Furthermore, this paper also selects the former \( T-i \) (\( i = 1, \cdots, 7 \)) day’s maximum temperature, daily average temperature and daily minimum temperature as the main candidate features of short-term power load. All the initial candidate features are shown in Table 2.

In the DWT-IR algorithm, the optimal set of features needs to be initialized as an empty set \( \Gamma = \{\} \). In addition, it is necessary to set the initial population number \( \text{PopNum} \), TSG number \( m \), MSG number \( n \), initial reflection factor \( c \), contraction factor \( r \), GG individual number \( q \), and visual radius \( Q \). After the above preparation, the candidate features need to be taken into the DWT-IR model one by one to calculate the inconsistency rate of data sets \( G_1, G_2, \cdots, G_q \) in feature subsets that composed by each of remaining features of subset \( \Gamma \). Then, select the feature \( G_i \) corresponding with minimum inconsistency rate as optimal feature, and update the optimal feature subset as \( \Gamma = \{\Gamma, G_i\} \).

Step 2. Put the feature subset of current generation into the W-LSSVM model and calculate the forecast accuracy \( r(j) \) in the training process of this cycling, then the fitness value \( \text{fitness}(j) \) of each cycle can be obtained. By comparing the fitness function values between each generation, the optimal feature subset can be obtained. Determine whether the stop conditions is satisfied!d if not satisfied, re-initialize the feature subset \( \text{Newsubset}(i) \) and enter the new cycle until the global optimal feature subset satisfies the stop criteria. It should be noted that the parameters of W-LSSVM model also need to be initialized, and the initial value of \( \gamma, \sigma \) will be randomly assigned.

Step 3. Apply the obtained optimal feature subset into the testing sample to retrain the W-LSSVM. Furthermore, the parameters determination of W-LSSVM is the key to model training and learning ability, which directly affects the accuracy of load forecasting. Therefore, the parameters \( \gamma, \sigma \) should be optimized by SWA model rather than subjective determination.
Table 2. The whole Candidate features.

| \( C_1, \cdots, C_7 \) | \( T_{\text{max}}^{\text{t-i}}, i = 1, \cdots, 7 \) represents the \( t-i \)th day’s maximum temperature |
| \( C_8, \cdots, C_{14} \) | \( T_{\text{avg}}^{\text{t-i}}, i = 1, \cdots, 7 \) represents the \( t-i \)th day’s average temperature |
| \( C_{15}, \cdots, C_{21} \) | \( T_{\text{min}}^{\text{t-i}}, i = 1, \cdots, 7 \) represents the \( t-i \)th day’s minimum temperature |
| \( C_{22} \) | \( R_t \) represents the \( t \)th day’s precipitation |
| \( C_{23} \) | \( W_t \) represents the wind speed on day \( t \) |
| \( C_{24} \) | \( H_t \) represents the humidity on day \( t \) |
| \( C_{25} \) | \( Cld_t \) represents the cloud situation on day \( t \) |
| \( C_{26} \) | \( M_t \) represents the month in which day \( t \) is located |
| \( C_{27} \) | \( Sea_t \) represents the season in which day \( t \) is located |
| \( C_{28} \) | \( Hol_t \) represents whether day \( t \) is holiday, \( 0 \) is holiday, \( 1 \) is not holiday |
| \( C_{29} \) | \( Wk_t \) represents whether day \( t \) is weekend, \( 0 \) is weekend, \( 1 \) is not weekend |

5.2. Data Selection and Pretreatment

The sample data of this paper are provided by the Sichuan Energy Internet Research Center. The power load data from 0:00 on 21 March 2015 to 10:00 on 24 April 2016 are selected as training sample and used to established the single variable time series. The power load data from 11:00 on 24 April 2016 to 24:00 on 30 April 2016 are used as testing sample. Figures 6 and 7 are the distribution of training dataset and testing dataset, respectively. Figure 8 is a box-plot comparison of the training dataset and testing dataset. It can be seen in Figure 8 that the data type of the testing set is similar to that of the training set, and neither of them has an abnormal load value. In addition, the curves of training and testing dataset are relatively smooth, only their mean values and distribution are different.

For the better training and learning of the proposed model, all the historical data should be normalized in the \([0, 1]\) interval, and the normalized formula is as follows:

\[
Y = \{y_i\} = \frac{x_i - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \quad i = 1, 2, \cdots, n (25)
\]

where \(x_{\text{max}}\) and \(x_{\text{min}}\) are the maximum and minimum load value of sample data, respectively. \(x_i\) is the \(i\)th load point value. \(y_i\) represents the value of the adjusted \(i\)th load point.

In this paper, the maximum and minimum relative error (Max/Min RE), mean absolute percentage error (MAPE), and root mean square error (RMSE) are used to evaluate the load forecasting results, each evaluation indexes is as follows:

\[
\text{Max/Min RE} = \frac{\max\{\frac{|y_i - y'_i|}{y_i}\} \times 100\%}{\min\{\frac{y_i - y'_i}{y_i}\} \times 100\%} (26)
\]

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - y'_i|}{y_i} \times 100\% (27)
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left(\frac{y_i - y'_i}{y_i}\right)^2} (28)
\]

where \(y_i\) is the actual value of power load, \(y'_i\) is the prediction value of power load, and \(i = 1, 2, \cdots, n.\)
5.3. DWT-IR for Feature Selection

This part is mainly the optimal feature subset selection based on the DWT-IR model. The main purpose of feature selection is to find the optimal subset to describe the accuracy of prediction system from a specific problem, to avoid the redundant information caused by too much input vectors, resulting in lower prediction accuracy, etc. Therefore, in the short-term load forecasting system, choosing the appropriate fitness function is of great help to determining the optimal feature subset.
In this paper, the fitness function based on the double factors of prediction accuracy and feature selection number is established, as follows:

\[
fitness(x_i) = -(a \cdot r(x_i) + b \cdot \frac{1}{\text{Num feature}(x_i)})
\]  

(29)

where \(r(x_i)\) represents the short-term load forecasting accuracy of each iteration; \(\text{Num feature}(x_i)\) is the number of optimal features selected at each iteration; and \(a, b\) are the constant between [0, 1]. From this formula, it can be inferred that the higher the prediction accuracy is and the less the number of features are, the higher the fitness function value is.

Figure 9 is the iterative process graph of discrete wavelet inconsistency rate model for training sample feature extraction.

As shown in Figure 9, the fitness curve describes the obtained fitness values in each iteration. The forecasting accuracy curve describes the prediction accuracy of the W-LSSVM model for the training sample in different iterations. The reduced number is the number of eliminated features in the convergence process. The selected number represents the number of optimal features that calculated by the DWT-IR model in the convergence process. As can be seen in Figure 9, the algorithm achieves convergence when the iteration number is 47, and the optimal fitness value is calculated to be \(-0.76\). Moreover, the forecasting accuracy of the training sample is 98.9% at the 47th iteration, which indicates that the fitting ability of W-LSSVM is strengthened by the learning and training of algorithm, so that the prediction accuracy of the training sample reaches the highest. In addition, the number of selected features tends to be stable when the algorithm runs to the 47th, and it can be seen that the algorithm eliminated 22 redundant features from 29 candidate features.

5.4. W-LSSVM for Load Forecasting

After all the optimal features of the sample data are obtained, the input vectors are brought into the W-LSSVM model for training and testing. This paper adopts independent program operation and calculation in the Matlab software. It should be noted that this paper chooses wavelet kernel function as the kernel function of the W-LSSVM regression model, and the important parameters of the model are obtained by QFA algorithm to optimize the process, to ensure the accuracy of the W-LSSVM model. The parameters of the SWA model are set as follows: the initial population number is 50, \(m = 10, n = 5\), the initial reflection factor \(c = 2\), the contraction factor \(r = 0.95\), the number of GG individuals \(q = 4\),
and the visual radius $Q = 10$. The W-LSSVM model parameters calculated by running programs are $\gamma = 36.5236$, $\sigma = 12.1445$.

To prove the prediction performance of the forecasting model, this paper also selects the least squares support vector machine model (least square support vector machine, LSSVM), BP neural network model (BP neural networks, BPNN) and W-LSSVM model to predict the case, and evaluates and analyzes the prediction results of four models. In a single LSSVM prediction model, the selection of its parameters is as follows:

$$ C = 9.697, \epsilon = 0.0017, \sigma = 3.2361 $$

In the BPNN prediction model, the neuron number of the input layer, hidden layer and output layer is set as 5, 7 and 1, respectively; the neuron activation function is Sigmoid function; the maximum allowable error of model training is 0.001; and the maximum number of iterations is set as 5000.

In the W-LSSVM model without parameter optimization, its parameter determination is obtained by cross validation, and its parameters are selected as follows:

$$ C = 18.248, \epsilon = 0.0011, \sigma = 4.257 $$

Table 3 and Figure 10 show the 96-point load forecasting results for 30 April 2016 with BPNN, LSSVM, W-LSSVM and W-LSSVM-SWA models. In addition, Figure 11 gives the forecasting errors with these models. Based on those forecasting results, several patterns are observed.

![Figure 10. The forecasting values of each model.](image)

![Figure 11. The relative errors of each forecasting model.](image)
Firstly, the maximum and minimum gap between the original load value and forecasting load value are observed from Figure 10. With BPNN model, the maximum gap is 6.48 MW which is at 01:15, and the minimum gap is 2.01 MW which is at 08:15. In single LSSVM model, the maximum and minimum gaps are 5.52 MW and 1.85 MW, which are at 02:00 and 05:45, respectively. In W-LSSVM model, the maximum and minimum gaps are 5.06 MW and 1.64 MW, which are at 23:15 and 03:15, respectively. Both values of W-LSSVM are smaller than LSSVM and BPNN, which indicates the forecasting accuracy of W-LSSVM is more precise than that of BPNN and SVM. The results also demonstrate that the wavelet kernel function can improve the fitting and training ability of the LSSVM, which makes the algorithm have higher prediction accuracy.

With the new proposed W-LSSVM-SWA short-term power load forecasting system, the maximum and minimum forecasting gap are only 2.51 MW and 0.47 MW which are at 16:45 and 13:45, respectively. Both values of W-LSSVM-SWA are smaller that of BPNN, LSSVM and W-LSSVM. This illustrates that the proposed W-LSSVM-SWA model has a higher prediction accuracy and stability with the selection and extraction of candidate features by DWT-IR model, which improves the usability of input vector information and enhances the robustness of the algorithm.

Table 3. The forecasting results of each model.

<table>
<thead>
<tr>
<th>Time Point</th>
<th>Actual</th>
<th>W-LSSVM-SWA</th>
<th>W-LSSVM</th>
<th>LSSVM</th>
<th>BPNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>T00_00</td>
<td>80.23</td>
<td>78.28</td>
<td>2.43%</td>
<td>83.12</td>
<td>4.01%</td>
</tr>
<tr>
<td>T01_00</td>
<td>80.23</td>
<td>81.33</td>
<td>1.37%</td>
<td>83.26</td>
<td>3.77%</td>
</tr>
<tr>
<td>T02_00</td>
<td>81.04</td>
<td>80.07</td>
<td>1.20%</td>
<td>83.34</td>
<td>2.84%</td>
</tr>
<tr>
<td>T03_00</td>
<td>80.09</td>
<td>81.74</td>
<td>2.06%</td>
<td>82.19</td>
<td>2.62%</td>
</tr>
<tr>
<td>T04_00</td>
<td>78.73</td>
<td>79.86</td>
<td>1.43%</td>
<td>80.68</td>
<td>2.47%</td>
</tr>
<tr>
<td>T05_00</td>
<td>79.56</td>
<td>81.22</td>
<td>2.09%</td>
<td>79.6</td>
<td>-4.98%</td>
</tr>
<tr>
<td>T06_00</td>
<td>81.52</td>
<td>80.63</td>
<td>1.09%</td>
<td>84.54</td>
<td>3.90%</td>
</tr>
<tr>
<td>T07_00</td>
<td>83.93</td>
<td>85.13</td>
<td>1.43%</td>
<td>80.14</td>
<td>-4.51%</td>
</tr>
<tr>
<td>T08_00</td>
<td>82.63</td>
<td>84.36</td>
<td>2.10%</td>
<td>84.88</td>
<td>2.73%</td>
</tr>
<tr>
<td>T09_00</td>
<td>84.43</td>
<td>82.58</td>
<td>-2.19%</td>
<td>81.49</td>
<td>-3.48%</td>
</tr>
<tr>
<td>T10_00</td>
<td>85.32</td>
<td>87.56</td>
<td>2.62%</td>
<td>81.07</td>
<td>-4.98%</td>
</tr>
<tr>
<td>T11_00</td>
<td>86.65</td>
<td>88.06</td>
<td>1.63%</td>
<td>82.6</td>
<td>-4.67%</td>
</tr>
<tr>
<td>T12_00</td>
<td>87.42</td>
<td>86.23</td>
<td>-1.36%</td>
<td>89.66</td>
<td>2.56%</td>
</tr>
<tr>
<td>T13_00</td>
<td>81.99</td>
<td>82.9</td>
<td>1.11%</td>
<td>84.98</td>
<td>3.65%</td>
</tr>
<tr>
<td>T14_00</td>
<td>82.37</td>
<td>80.62</td>
<td>-2.13%</td>
<td>80.1</td>
<td>-2.76%</td>
</tr>
<tr>
<td>T15_00</td>
<td>83.87</td>
<td>84.96</td>
<td>1.30%</td>
<td>86.65</td>
<td>3.32%</td>
</tr>
<tr>
<td>T16_00</td>
<td>84.81</td>
<td>83.09</td>
<td>-2.02%</td>
<td>86.85</td>
<td>2.41%</td>
</tr>
<tr>
<td>T17_00</td>
<td>86.05</td>
<td>87.63</td>
<td>1.83%</td>
<td>83.6</td>
<td>-2.85%</td>
</tr>
<tr>
<td>T18_00</td>
<td>88.19</td>
<td>89.7</td>
<td>1.71%</td>
<td>84.9</td>
<td>-3.73%</td>
</tr>
<tr>
<td>T19_00</td>
<td>91.66</td>
<td>93.86</td>
<td>2.41%</td>
<td>94.4</td>
<td>2.99%</td>
</tr>
<tr>
<td>T20_00</td>
<td>91.91</td>
<td>89.72</td>
<td>-2.38%</td>
<td>93.9</td>
<td>2.16%</td>
</tr>
<tr>
<td>T21_00</td>
<td>88.53</td>
<td>90.6</td>
<td>2.34%</td>
<td>91.66</td>
<td>3.53%</td>
</tr>
<tr>
<td>T22_00</td>
<td>86.78</td>
<td>87.64</td>
<td>0.99%</td>
<td>90.01</td>
<td>3.72%</td>
</tr>
<tr>
<td>T23_00</td>
<td>83.06</td>
<td>84.6</td>
<td>1.86%</td>
<td>85.56</td>
<td>3.01%</td>
</tr>
</tbody>
</table>

Secondly, the relative errors between forecasting value and original value with these models can be described in Figure 11. Li and Guo et al. [17] regarded the error range (−3%, +3%) as a standard to judge the performance of the forecasting models. Therefore, this paper also uses this criterion to measure the performance of the proposed forecasting models. As we can see in Figure 11, the maximum and minimum relative errors of BPNN are 8.07% and 2.43%, respectively. Most RE values are out of the range (−3%, +3%); only five RE values are in this range, which demonstrates that the prediction effect of BPNN model is not ideal. With the LSSVM model, 15 relative errors are ranged in (−3%, +3%) and the rest of RE values are out of this range. Despite this, the LSSVM model has a better forecasting accuracy than the BPNN model. In addition, the maximum and minimum RE values of LSSVM model are 6.86% and 2.26%, both values of LSSVM model are smaller than that of BPNN, which
again demonstrate the LSSVM has a better prediction accuracy. In W-LSSVM model, the maximum and minimum RE values are 6.18% and 2.06%, which are smaller than that of LSSVM and BPNN models. This directly demonstrates the prediction accuracy of W-LSSVM model is higher than that of LSSVM and BPNN. Furthermore, 32 of RE values of W-LSSVM model are ranged in (−3%, +3%), and the RE values in this range is more than the LSSVM and BPNN model. This demonstrates that the W-LSSVM model has a good prediction effect for the short-term load forecasting, but it is not good enough and it needs further improvement. With the new proposed W-LSSVM-SWA short-term forecasting model, the maximum and minimum RE values are 2.93% and 0.57%, respectively. Both values of W-LSSVM-SWA model are superior to the BPNN, LSSVM and W-LSSVM model. In addition, all the RE values are in the range of (−3%, +3%), i.e., none of them are out of the range, which demonstrates the proposed W-LSSVM-SWA model has a good prediction effect for the short-term load forecasting problem, and the predictive stability of W-LSSVM-SWA model is more higher among these four models.

Thirdly, the MAPE value and RMSE value of each model can be calculated from Table 3. As the calculation results shown, the proposed W-LSSVM-SWA forecasting model has higher forecast precision. Evidently, the MAPE value of the proposed model is 1.83%, which is obviously lower than the other models. In addition, the MAPE value of W-LSSVM model is 3.57%, which is lower than that of LSSVM model and BPNN model. The result also proves that the W-LSSVM model improves the fitting and learning ability by replacing the kernel function of the LSSVM model. In LSSVM model, the MAPE value is 3.93%, which is slightly lower than that of BPNN model (4.15%), this demonstrates that the LSSVM model can better gain the useful information from the sample data, and its fitting ability is stronger than the BPNN model in solving the problem of short-term power load forecasting.

RMSE is used to measure the deviation between the observed value and the true value. The smaller the RMSE value is, the higher the accuracy the model achieves. The RMSE values of the W-LSSVM-SWA, W-LSSVM, LSSVM and BPNN model are 1.90%, 3.69%, 4.04% and 4.26%, respectively. The RMSE value of W-LSSVM-SWA is the lowest among the four model, this illustrates that the W-LSSVM-SWA model has higher forecasting stability and accuracy, and the proposed model can reduce the redundant influence of irrelevance factors by DWT-IR model for the feature selection.

Furthermore, to identify the statistical significance of SWA optimization algorithm, this paper also compares the forecasting performances among the proposed W-LSSVM-SWA model, PSO-LSSVM model, GA-LSSVM model and ACO-LSSVM model. First the SWA optimization efficiency is compared with other optimization algorithms such as PSO, GA and ACO. The relative comparison results are presented in Table 4. Part of forecasting results of W-LSSVM-SWA, PSO-LSSVM, GA-LSSVM and ACO-LSSVM models are shown in Table 5. As we can see in Table 4, all the optimization algorithms can achieve excellent prediction accuracy, but the parameters values of C and σ are not the same, and this could directly lead to different fitnesses. The optimal fitness value of SWA is the best and its running time is shortest. The optimal values of PSO-LSSVM, GA-LSSVM and ACO-LSSVM have little difference; however, due to the complexity of GA, its fitness is the worst and its execution time is the longest. This result demonstrates that SWA can help to improve the prediction accuracy and greatly reduce the running time for finding the optimal parameters of LSSVM.
Table 5. Forecasting results of each model (Unit: MW).

<table>
<thead>
<tr>
<th>Time</th>
<th>Actual</th>
<th>W-LSSVM-SWA</th>
<th>PSO-LSSVM</th>
<th>GA-LSSVM</th>
<th>ACO-LSSVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>T12_00</td>
<td>87.42</td>
<td>86.23</td>
<td>88.72</td>
<td>85.14</td>
<td>84.78</td>
</tr>
<tr>
<td>T13_00</td>
<td>81.99</td>
<td>82.9</td>
<td>83.67</td>
<td>80.25</td>
<td>80.69</td>
</tr>
<tr>
<td>T14_00</td>
<td>82.37</td>
<td>80.62</td>
<td>83.99</td>
<td>80.47</td>
<td>80.69</td>
</tr>
<tr>
<td>T15_00</td>
<td>83.87</td>
<td>84.96</td>
<td>85.39</td>
<td>85.63</td>
<td>85.85</td>
</tr>
<tr>
<td>T16_00</td>
<td>84.81</td>
<td>83.09</td>
<td>85.79</td>
<td>86.35</td>
<td>84.89</td>
</tr>
<tr>
<td>T17_00</td>
<td>86.05</td>
<td>87.63</td>
<td>87.81</td>
<td>84.07</td>
<td>87.56</td>
</tr>
<tr>
<td>T18_00</td>
<td>88.19</td>
<td>89.7</td>
<td>89.82</td>
<td>87.24</td>
<td>90.65</td>
</tr>
<tr>
<td>T19_00</td>
<td>91.66</td>
<td>93.86</td>
<td>94.23</td>
<td>94.07</td>
<td>93.96</td>
</tr>
<tr>
<td>T20_00</td>
<td>91.91</td>
<td>89.72</td>
<td>93.67</td>
<td>92.86</td>
<td>90.43</td>
</tr>
<tr>
<td>T21_00</td>
<td>88.53</td>
<td>90.6</td>
<td>90.85</td>
<td>91.5</td>
<td>91.23</td>
</tr>
<tr>
<td>T22_00</td>
<td>86.78</td>
<td>87.64</td>
<td>88.23</td>
<td>88.54</td>
<td>88.79</td>
</tr>
<tr>
<td>T23_00</td>
<td>83.06</td>
<td>84.6</td>
<td>85.05</td>
<td>84.84</td>
<td>84.51</td>
</tr>
<tr>
<td>MAPE</td>
<td>1.83%</td>
<td>1.95%</td>
<td>2.16%</td>
<td>2.16%</td>
<td>2.11%</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0190</td>
<td>0.0201</td>
<td>0.2281</td>
<td>0.2232</td>
<td>0.2232</td>
</tr>
</tbody>
</table>

It also can be seen from Table 5, the MAPE value of W-LSSVM-SWA, PSO-LSSVM, GA-LSSVM and ACO-LSSVM are 1.83%, 1.95%, 2.16% and 2.11%, respectively. This again demonstrates the SWA algorithm has better prediction performance and stronger applicability compared with other three algorithms. In addition, the RMSE value can explain a significant difference between the actual value and predictive value. The RMSE value of W-LSSVM-SWA, PSO-LSSVM, GA-LSSVM and ACO-LSSVM are 0.0190, 0.0201, 0.2281 and 0.2232, respectively. The RMSE value of W-LSSVM-SWA is the smallest, and this illustrates the significant difference of W-LSSVM-SWA model is the smallest when compared with other three models. Based on these calculation results, it is obvious that the predictive performance of W-LSSVM-SWA has better universality and applicability.

In summary, the proposed W-LSSVM-SWA can reduce the forecasting errors between original power load values and predictive values. It can reduce the influence of unrelated noises with feature selection based on DWT-IR model. The LSSVM model improves its nonlinear mapping ability by using the wavelet kernel function, and its training and learning ability has been strengthened very well in this way. The numerical experimental results have demonstrated the feasibility and effectiveness of the proposed W-LSSVM-SWA short-term power load forecasting method.

6. Conclusions

This paper proposed a short-term load forecasting system based on wavelet least square support vector machine (W-LSSVM) and sperm whale algorithm (SWA). To establish this forecast method, the discrete wavelet transform and the inconsistency rate are combined for the feature selection, which aims to reduce the redundancy of input vectors in short-term load forecasting. In order to improve the learning and nonlinear mapping ability of LSSVM model, the wavelet kernel function is used to replace the Gaussian kernel function, thus the W-LSSVM model is established for the regression calculation. Furthermore, the parameters of W-LSSVM model are optimized by the sperm whale algorithm, which aims to improve the fitting ability and robustness of W-LSSVM model. The proposed method has been applied to the real-world load forecasting case, and the relevant results show that the proposed W-LSSVM-SWA method has ability to find the optimal feature subset and reach the expected forecast accuracy. The proposed short-term load forecasting method of W-LSSVM-SWA is effective and feasible, it may be an effective alternative for the short-term load forecasting in the integrated energy system.
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