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Abstract:



Credit scoring models are usually formulated by fitting the probability of loan default as a function of individual evaluation attributes. Typically, these attributes are measured using a Likert-type scale, but are treated as interval scale explanatory variables to predict loan defaults. Existing models also do not distinguish between types of default, although they vary: default by an insolvent company and default by an insolvent debtor. This practice can bias the results. In this paper, we applied Quantification Method II, a categorical version of canonical correlation analysis, to determine the relationship between two sets of categorical variables: a set of default types and a set of evaluation attributes. We distinguished between two types of loan default patterns based on quantification scores. In the first set of quantification scores, we found knowledge management, new technology development, and venture registration as important predictors of default from non-default status. Based on the second quantification score, we found that the technology and profitability factors influence loan defaults due to an insolvent company. Finally, we proposed a credit-risk rating model based on the quantification score.
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1. Introduction (Quantification Method II: QM II)


A credit scheme generally uses a scoring system that analyzes applicants’ historical experience with debtors to create a quantitative model to classify acceptable and unacceptable credit applications [1,2]. Lenders use this scheme for corporate loans, helping these firms grow. However, many small– medium-sized enterprises (SME) have difficulty benefitting from credit schemes because they have poor collateral or low credit scores. For this reason, many countries have developed various schemes to support SMEs.



One such scheme is a technology credit guarantee system to support loans to SMEs to develop their technologies. In this system, the government guarantees credit for SMEs based on their technology so they can borrow money from commercial banks without collateral. Under such a scheme, commercial banks can reduce the burden of credit risk while competitive SMEs easily receive funding based on their technology, when proper SMEs are screened. This is an important issue to both academics and policy-makers [3].



For instance, Korea has a technology credit guarantee scheme that enables SMEs to obtain loans based on the potential of their technology. The technology credit scoring system evaluates four different aspects of a business: management, technology, profitability, and the marketability of its technology. This system does not require typical financial attributes (such as debt ratio, net income based on financial statements, etc.), as its main objective is to support SMEs based on their technology; thus, SMEs can be funded without the usual collateral. Such technology credit scoring models may help reduce wasteful public spending because they help select SMEs with technological competitiveness. Many studies focused on technology credit scoring models using logistic regression, neural networks, and survival analyses [4,5,6,7,8,9,10,11,12,13,14,15,16].



These earlier studies formulated technology credit scoring models by fitting the probability of loan default as a function of individual evaluation attributes treated as interval-scale variables and actually measured on a categorical Likert-type scale [17]. For example, technology experience in the technology factor represents the CEO’s number of years of experience in the relevant technology field. In this attribute, five points represent “over 15 years of experience” and three points mean “5 to 10 years of experience.” Treating a categorical Likert-type scale as an interval scale masks the different effects of the individual levels of each evaluation attribute in the response. To solve this problem, we can apply a categorical version of canonical correlation analysis (CCA), which can help identify significant linear relationships between two sets of variables [18,19]. Since CCA aims to untangle the multiple relationships between many dependent and independent variables, the canonical correlation statistical technique is an appropriate analytical tool [20].



Existing technology credit scoring models [4,10,11,14] offer simple loan default predictions based on technology-oriented attributes, the economic environment, and the firms’ characteristics. In general, loan defaults can result from bankruptcies, closures, delays by owners, and the owners’ poor credit. Bankruptcy is the legal condition of financial failure, while closure is a permanent end to the company’s business. Delay occurs when the debtor asks for postponed redemption of a debt until it reaches a better state of corporate management. Poor credit represents the state of delinquency for more than three months. Thus, there are three outcome categories: non-default; loan default by an insolvent company (bankruptcy, closure); and loan default by an insolvent debtor (delay or bad credit) [13,21,22,23]. Considering a multi-level target can provide more valuable information compared to simple loan default predictions, such as default and non-default types.



The main purpose of this paper is to propose the Quantification Method II (QM II), one of the quantification methods introduced by Hayashi [24,25] as a categorical version of CCA. We use this method to capture the relationship between two sets of categorical variables (a set of loan default types and a set of evaluation attributes).



For multi-target problems, QM II has advantages over multinomial or ordinal logistic regression models because it is not limited to the parametric linear model, but allows for flexible relationships between two sets of variables. Previous research used quantification methods actively in a variety of subject areas; however, this is the first application of this new approach to technology credit scoring to the best of our knowledge.



The proposed quantification method should contribute toward the creation of an advanced credit rating system based on technology. In addition, we propose a technology credit scoring model based on the linear combination of the level of each technology-oriented attribute and the specific characteristics of each firm. Using the technology credit scoring model, we propose a technology credit rating system that deals with both the frequency distribution and the loan default proportion. Based on the proposed rating system, this study aims to help prevent wasted government funding on technology-based SMEs and increase their technological competitiveness.



The rest of the paper is organized as follows. In Section 2, we review the related literature with reference to technology credit scoring models and quantification methods. In Section 3, we propose a quantification method for technology credit scoring. In Section 4, we summarize the results of the study and discuss areas of further study.




2. Literature Review


2.1. Technology Credit Scoring Models


Technology credit guarantee funds are designed to help SMEs, and there are a variety of technology credit scoring models to this end. Berger et al. [26] investigated the economic effects of small-business credit scoring (SBCS) by estimating the effect of SBCS on the availability and risk of credit from 1995 to 1997 using survey data from large US banks. Sohn et al. [11] suggested a technology credit scoring model using a logistic regression model based on the results of exploratory factor analysis. The authors attempted to eliminate multi-collinearity among technology-oriented attributes. In addition, Sohn and Kim [14] investigated loan default prediction related to technology credit guarantee funds using a random-effects logistic-regression model. The advantage of their proposed model is that it reflects uncertainty that a fixed effects model cannot explain.



Moon and Sohn [27] used a technology-scoring model to analyze evaluators’ perceptions within confidence limits to address both the risk involved in the estimation errors for significant factors and the total perception score. More recently, Moon and Sohn [10] analyzed technology credit scoring models that considered both economic environments and SME characteristics by conducting stress tests that considered a number of worst-case business environment situations. Most previous studies, however, focused on simple loan default predictions. Jeon and Sohn [4] and Sohn and Jeon [13] used survival analysis and competing risk analysis, but considered technology-oriented variables on an interval scale. Therefore, previous technology credit scoring models obtained the probability of loan default as a function of individual evaluation attributes by treating these attributes as interval scale attributes, while actually measuring them on a categorical Likert-type scale. Many studies have actively investigated the scale issue. For a more accurate analysis, researchers should use a quantification-method approach to determine the different effects of the levels of each individual independent variable on the response because this approach can help uncover hidden relationships between default types and technology credit attributes divided into sub-levels.




2.2. The Scale Issue


According to Stevens [28], there are four types of scales of measurement: interval (determination of equality of intervals or differences), nominal (determination of equality), ordinal (determination of greater or lesser), and ratio (determination of equality of ratios). This classification is commonly used in data analysis, and while the Stevens’ ideas influenced methodologists at more advanced levels, they have also received criticism. According to Velleman and Wilkinson [29], there are three main areas of criticisms of Stevens’ suggestion:




First, restricting the choice of statistical methods to those that ‘exhibit the appropriate invariances for the scale type at hand’ is a dangerous practice for data analysis. Second, his taxonomy is too strict to apply to real-world data. Three, Stevens’ proscriptions often lead to degrading data by rank ordering and unnecessarily resorting to nonparametric methods.





In efforts to overcome the weaknesses of Stevens’ suggestions, many studies attempted to improve the measurement scale. Knapp [30] introduced an approach that considered ordinal scales as interval scales. Svensson [31] investigated ordered categorical data and proposed a statistical method that considers the rank-invariant properties of ordinal data.



Truck et al. [32] introduced the concept of generalized symbolic modifiers, which create linguistic modifications based on a fuzzy framework. In addition, Wisniewski et al. [33] studied assessments of safety attitudes in a nursing facility by taking a survey of working conditions and stress and converting responses from a Likert-type scale to a continuous-variables scale.



Previous studies of technology credit scoring models measured evaluation attributes using a Likert-type scale, but treated the data as interval-scale attributes. Such an approach, however, cannot analyze the different effects of the level of each evaluation variable. To fully reflect the measurement characteristics of evaluation attributes when relating them to various types of loan defaults, we propose an approach that uses a quantification method.




2.3. Quantification Methods


Hayashi [24,25] proposed a method to quantify qualitative data and it is used in fields such as social science, medical research, and engineering, where information is gathered mainly as qualitative categories [34]. Tanaka [34] summarized Hayashi’s four quantification approaches: (1) QM I applies when the predicted variable is measured quantitatively and maximizes the correlation coefficient; (2) QM II applies when the predicted variable is measured qualitatively and maximizes the correlation ratio; (3) QM III analyzes subjects’ response patterns on some attributes; and (4) QM IV analyzes similarities between pairs of quantitatively observed subjects [34,35]. In this study, we used QM II because technology credit scoring has an external criterion involving loan default types (i.e., non-default, loan default due to company insolvency, and loan default due to an insolvent debtor). These loan default types are observed qualitatively.



Several previous works studied quantification methods. Carey and Hrycay [36] proposed credit risk models based on a rating quantification method. Kihara et al. [37] suggested a software algorithm using a quality function in conjunction with QM III, and reported that QM III has the advantage of being able to classify the functional specifications when used in combination with the QFD process. Nagahama [38] analyzed accidents at railroad crossings using Quantification Methods II and III to determine the type of accident given various human and physical factors. In addition, Ikeda et al. [39] studied classification performance among neural networks with QM II and conducted a Bayesian analysis of computed tomography (CT) findings. Noda et al. [40] investigated a scaling method for qualitative multiple responses using QM III. Beppu et al. [41] used QM II to calculate category scores in endoscopic findings. While many fields actively use quantification methods, such methods have not been applied to credit scoring activities. Lastly, Han and Sohn [42] investigated firms’ negative perception on patents, technology management strategies, and subsequent performance based on the quantification method and canonical correlation analysis.



There are two main advantages to applying a quantification method to a technology credit scoring model. First, we can identify the different effects of the individual levels of each evaluation attribute. Second, we can consider various relationships between a multi-level target and a set of evaluation attributes measured with a Likert-type scale.





3. Quantification Method-Based Scoring


Technology-based SMEs without proper collateral have difficulties of borrowing money from banks. The Korean government established a technology credit guarantee fund (KTCGF) to support SMEs based on their technology, and evaluate applicants based on management, technology, and the marketability and profitability of their technology, which consist of several individual evaluation attributes measured on a Likert scale. The program is not limited to a specific type of technology, though the scorecard was designed to assign high scores for new technology with high market potential. Table 1 shows individual technology-oriented attributes as determined by a committee of experts and assessors [11]. Each attribute was measured on a 5- or 10-point Likert-type scale depending on their degree of importance. Table A1 in Appendix A provides an example of technology-oriented attributes and description [5].



Table A1. An example of technology-oriented attribute.







	
Factors

	
Attributes

	
Sub Attributes

	
Description

	
Score






	
Management

	
Knowledge management

	
Management of technical experts

	

	1.

	
Firm has an incentive system for technical experts.







	
5 Points: more than 4 items are satisfied.




	

	2.

	
There was no severance of key technical experts in the last 1 year.







	
4 Points: 3 items are satisfied.




	

	3.

	
The training costs for engineers are higher than the industry average.







	
3 Points: 2 items are satisfied.




	

	4.

	
The firm has an evaluation system and target management system for engineers.







	
2 Points: 1 item is satisfied.




	

	5.

	
Firm operates on the employee ownership system.







	
1 Point: none satisfied.










Table 1. Technology-oriented attributes.







	
Factors

	
Initial Name

	
Attributes

	
Scale

	
Score Sum






	
Management

	
P1

	
Knowledge management

	
5

	
25




	
P2

	
Technology experience

	
5




	
P3

	
Management ability

	
5




	
P4

	
Funding supply

	
5




	
P5

	
Human resources

	
5




	
Technology

	
P6

	
Technology development environment

	
5

	
35




	
P7

	
Output of technology development (e.g., patents, certifications)

	
5




	
P8

	
New technology development

	
5




	
P9

	
Technology superiority

	
10




	
P10

	
Technology commercialization potential

	
10




	
Marketability

	
P11

	
Market potential

	
5

	
20




	
P12

	
Market characteristics

	
5




	
P13

	
Product competitiveness

	
10




	
Profitability

	
P14

	
Sales schedule

	
10

	
20




	
P15

	
Business progress (new *)/Amount of sales (old **)

	
5




	
P16

	
Return on investment(new *)/Profitability score (old **)

	
5








* Less than three years old; ** Greater than or equal to three years [12].








We used an empirical dataset to propose both an advanced technology credit scoring model and a technology credit rating. Our dataset consisted of 4622 SMEs that received a technology credit guarantee by KOTEC based on their technology score as determined by the technology-oriented attributes used in Korea between 1999 and 2004. In this dataset, 1349 firms (29.18%) went into loan default after one to five years and 3273 firms (70.82%) did not default. We also divided the SMEs into those less than three years old (3576; 77.37%) and those greater than, or equal to, three years old (1046; 22.63%). For validation, we divided the data into a training set (70%) and a validation set (30%). Table 2 provides a detailed description of the datasets.



Table 2. Description of training and validation datasets.







	

	
Total Number of SMEs

	
Number of Default Firms

	
Number of Non-Default Firms

	
Number of New Companies

	
Number of Older Companies






	
Training data

	
3235

	
942

	
2293

	
2513

	
722




	
Validation data

	
1387

	
407

	
980

	
1063

	
324










We evaluated technology-oriented attributes using either a five- or 10-point Likert-type scales. Before the analysis, we adjusted all attributes to a five-point scale. However, the lowest and highest levels of an attribute generally have a substantially lower frequency compared to other attribute levels. Therefore, we modified the technology-oriented attributes by dividing them into three levels (low, medium, and high) to reduce frequency differences among the different levels of an attribute. Choi et al. [43] also used this approach while investigating the effects of R and D funding using Hayashi’s QM II, and changed the five levels of measurement to three levels to address the frequency problem. Table 3 shows the frequency of each of the three modified levels of each attribute, as well as the three types of loan default outcomes. We selected this approach based on previous research [4,21,22,23].



Table 3. Frequency of technology-oriented attributes, firm-specific characteristics, and loan default types.







	
Factors

	
Attribute Name

	
Level of Attribute

	
Original Score

	
Frequency and Proportion (Training Data)

	
Frequency and Proportion (Validation Data)






	
Management

	
Knowledge management

	
Low

	
<3

	
970 (0.3)

	
420 (0.303)




	
Medium

	
3

	
812 (0.251)

	
354 (0.255)




	
High

	
>3

	
1453 (0.449)

	
613 (0.442)




	
Technology experience

	
Low

	
<3

	
813 (0.251)

	
360 (0.26)




	
Medium

	
3

	
1060 (0.328)

	
437 (0.315)




	
High

	
>3

	
1362 (0.421)

	
590 (0.425)




	
Management ability

	
Low

	
<3

	
433 (0.134)

	
175 (0.126)




	
Medium

	
3

	
2074 (0.641)

	
917 (0.661)




	
High

	
>3

	
728 (0.225)

	
295 (0.213)




	
Funding supply

	
Low

	
<3

	
1083 (0.335)

	
454 (0.327)




	
Medium

	
3

	
1734 (0.536)

	
747 (0.539)




	
High

	
>3

	
418 (0.129)

	
186 (0.134)




	
Human resources

	
Low

	
<3

	
834 (0.258)

	
363 (0.262)




	
Medium

	
3

	
1730 (0.535)

	
749 (0.54)




	
High

	
>3

	
671 (0.207)

	
275 (0.198)




	
Technology

	
Technology development environment

	
Low

	
<3

	
485 (0.15)

	
207 (0.149)




	
Medium

	
3

	
1403 (0.434)

	
590 (0.425)




	
High

	
>3

	
1347 (0.416)

	
590 (0.425)




	
Output of technology development (e.g., patents, certifications)

	
Low

	
<3

	
771 (0.238)

	
299 (0.216)




	
Medium

	
3

	
1509 (0.466)

	
655 (0.472)




	
High

	
>3

	
955 (0.295)

	
433 (0.312)




	
New technology development

	
Low

	
<3

	
336 (0.104)

	
141 (0.102)




	
Medium

	
3

	
1143 (0.353)

	
482 (0.348)




	
High

	
>3

	
1756 (0.543)

	
764 (0.551)




	
Technology superiority

	
Low

	
<3

	
168 (0.052)

	
62 (0.045)




	
Medium

	
3

	
1836 (0.568)

	
844 (0.609)




	
High

	
>3

	
1231 (0.381)

	
481 (0.347)




	
Technology commercialization potential

	
Low

	
<3

	
335 (0.104)

	
130 (0.094)




	
Medium

	
3

	
1797 (0.555)

	
798 (0.575)




	
High

	
>3

	
1103 (0.341)

	
459 (0.331)




	
Marketability

	
Market potential

	
Low

	
<3

	
124 (0.038)

	
45 (0.032)




	
Medium

	
3

	
1640 (0.507)

	
746 (0.538)




	
High

	
>3

	
1471 (0.455)

	
596 (0.43)




	
Market characteristics

	
Low

	
<3

	
347 (0.107)

	
173 (0.125)




	
Medium

	
3

	
2177 (0.673)

	
942 (0.679)




	
High

	
>3

	
711 (0.22)

	
272 (0.196)




	
Product competitiveness

	
Low

	
<3

	
88 (0.027)

	
41 (0.03)




	
Medium

	
3

	
1964 (0.607)

	
850 (0.613)




	
High

	
>3

	
1183 (0.366)

	
496 (0.358)




	
Profitability

	
Sales schedule

	
Low

	
<3

	
363 (0.112)

	
152 (0.11)




	
Medium

	
3

	
2203 (0.681)

	
954 (0.688)




	
High

	
>3

	
669 (0.207)

	
281 (0.203)




	
Business progress (new)/Amount of sales (old)

	
Low

	
<3

	
318 (0.098)

	
153 (0.11)




	
Medium

	
3

	
1791 (0.554)

	
741 (0.534)




	
High

	
>3

	
1126 (0.348)

	
493 (0.355)




	
Return on investment(new) /Profitability score (old)

	
Low

	
<3

	
181 (0.056)

	
71 (0.051)




	
Medium

	
3

	
2283 (0.706)

	
977 (0.704)




	
High

	
>3

	
771 (0.238)

	
339 (0.244)




	
Firm-specific characteristics

	
Stock listed

	
Stock listed

	
Binary

	
424 (0.131)

	
185 (0.133)




	
Stock unlisted

	
2811 (0.869)

	
1202 (0.867)




	
Venture company

	
Venture company

	
Binary

	
579 (0.179)

	
234 (0.169)




	
Non venture company

	
2656 (0.821)

	
1153 (0.831)




	
INNO-Biz

	
INNO-Biz

	
Binary

	
671 (0.207)

	
270 (0.195)




	
Non INNO-Biz

	
2564 (0.793)

	
1117 (0.805)




	
Product stage

	
After pilot production stage

	
Binary

	
2098 (0.649)

	
869 (0.627)




	
Before pilot production stage

	
1137 (0.351)

	
518 (0.373)




	
Joint company

	
Not Joint company

	
Binary

	
2660 (0.822)

	
1160 (0.836)




	
Joint company

	
575 (0.178)

	
227 (0.164)




	
Default case

	
Loan default

	
Non-default

	
Category

	
2293 (0.709)

	
980 (0.707)




	
Loan default due to company insolvency (bankruptcy, closure, etc.)

	
177 (0.055)

	
77 (0.056)




	
Loan default due to an insolvent debtor (delay or bad credit)

	
765 (0.236)

	
330 (0.238)










Before conducting QM II, we performed CCA to extract two significant pairs of canonical correlations; these two pairs had significant canonical correlations at the 5% confidence level. The first canonical correlation was 0.37, and the second was 0.14 (Table 4).



Table 4. Results of the canonical correlation analysis.







	
Variate Number

	
Canonical Correlation

	
Approximate Standard Error

	
Eigen Value

	
Proportion

	
Approx. F

	
Degrees of Freedom

	
p-Value






	
1

	
0.371634

	
0.015156

	
0.1602

	
0.8946

	
7.54

	
74

	
<0.0001




	
2

	
0.136126

	
0.017259

	
0.0189

	
0.1054

	
1.68

	
36

	
0.0071










We also derived two sets of canonical coefficients that represent two different linear relations between a set of default types and a set of technology-oriented attributes and firm-specific characteristic variables (Table 4). We used these results in the QM II as follows. Based on the raw canonical coefficients, we calculated the quantification value (sij) following Equations (1) and (2) [35]:


[image: there is no content]



(1)




where [image: there is no content] is the frequency of level j of the ith category variable, [image: there is no content] is the total number of the ith categorical variables, and [image: there is no content] is the raw canonical correlation coefficient.


[image: there is no content]



(2)




where [image: there is no content] is the quantification value of level j of the ith categorical variable.



Figure 1 and Figure 2 present the results of both the CCA and QM II, and detailed information is shown in Table A2 and Table A3 in Appendix B.


Figure 1. Quantification method results for technology credit scoring based on the first set of canonical variables (level of variable vs. quantification score).



[image: Sustainability 09 01057 g001]





Figure 2. Quantification method results for technology credit scoring based on the second set of canonical variables (level of variable vs. quantification score).



[image: Sustainability 09 01057 g002]






Table A2. QM II results related to technology-oriented attributes and firm-specific characteristic attributes.







	
Factors

	
Variable

	
Level of Variables

	
First Raw Coefficient

	
First Quantification Score

	
Range of First Quantification Score

	
Second Raw Coefficient

	
Second Quantification Score

	
Range of Second Quantification Score






	
Management

	
P1

	
Low

	
−0.80642

	
−0.41098

	
0.80642

	
−0.06314

	
−0.07595

	
0.18958




	
Medium

	
−0.61211

	
−0.21666

	
0.12644

	
0.11364




	
High

	

	
0.39544

	

	
−0.01280




	
P2

	
Low

	
−0.37995

	
−0.21499

	
0.37995

	
0.42908

	
0.20667

	
0.42908




	
Medium

	
−0.21203

	
−0.04707

	
0.34968

	
0.12727




	
High

	

	
0.16496

	

	
−0.22241




	
P3

	
Low

	
−0.33548

	
−0.10037

	
0.33548

	
−0.44388

	
−0.26759

	
0.44388




	
Medium

	
−0.29669

	
−0.06157

	
−0.18231

	
−0.00601




	
High

	

	
0.23511

	

	
0.17629




	
P4

	
Low

	
−0.56396

	
−0.36359

	
0.56396

	
0.55366

	
0.53257

	
0.86011




	
Medium

	
−0.02159

	
0.17878

	
−0.30645

	
−0.32754




	
High

	

	
0.20037

	

	
−0.02109




	
P5

	
Low

	
0.27367

	
0.18596

	
0.27367

	
−0.19455

	
0.02959

	
0.32533




	
Medium

	
0.03208

	
−0.05563

	
−0.32533

	
−0.10119




	
High

	

	
−0.08771

	

	
0.22413




	
Technology

	
P6

	
Low

	
0.01133

	
0.05495

	
0.11583

	
−0.96101

	
−0.67174

	
0.96101




	
Medium

	
−0.10450

	
−0.06088

	
−0.33476

	
−0.04550




	
High

	

	
0.04362

	

	
0.28926




	
P7

	
Low

	
0.17575

	
0.15227

	
0.21521

	
−0.03951

	
−0.21573

	
0.43748




	
Medium

	
−0.03946

	
−0.06294

	
0.39796

	
0.22175




	
High

	

	
−0.02348

	

	
−0.17622




	
P8

	
Low

	
0.48432

	
0.48125

	
0.61801

	
0.41034

	
0.33862

	
0.41034




	
Medium

	
−0.13369

	
−0.13676

	
0.08234

	
0.01063




	
High

	

	
−0.00307

	

	
−0.07171




	
P9

	
Low

	
−0.08217

	
−0.10671

	
0.13293

	
−0.85080

	
−0.57576

	
0.85080




	
Medium

	
0.05075

	
0.02622

	
−0.40676

	
−0.13172




	
High

	

	
−0.02454

	

	
0.27504




	
P10

	
Low

	
−0.00748

	
−0.02934

	
0.04823

	
0.43271

	
0.23769

	
0.43271




	
Medium

	
0.04075

	
0.01889

	
0.27040

	
0.07539




	
High

	

	
−0.02186

	

	
−0.19501




	
Marketability

	
P11

	
Low

	
0.73711

	
0.50770

	
0.73711

	
−0.60142

	
−0.46232

	
0.60142




	
Medium

	
0.39680

	
0.16738

	
−0.22891

	
−0.08981




	
High

	

	
−0.22941

	

	
0.13910




	
P12

	
Low

	
−0.04343

	
−0.03666

	
0.04343

	
0.83472

	
0.38552

	
0.83472




	
Medium

	
−0.00314

	
0.00363

	
0.53445

	
0.08526




	
High

	

	
0.00677

	

	
−0.44919




	
P13

	
Low

	
0.13836

	
0.10310

	
0.13836

	
0.58687

	
0.38602

	
0.58687




	
Medium

	
0.05188

	
0.01662

	
0.30454

	
0.10368




	
High

	

	
−0.03526

	

	
−0.20085




	
Profitability

	
P14

	
Low

	
−0.58395

	
−0.35574

	
0.58395

	
0.18130

	
−0.31383

	
0.69720




	
Medium

	
−0.23890

	
−0.01069

	
0.69720

	
0.20207




	
High

	

	
0.22821

	

	
−0.49513




	
P15

	
Low

	
0.18054

	
0.16565

	
0.18570

	
−0.23162

	
−0.56397

	
0.87306




	
Medium

	
−0.00515

	
−0.02005

	
0.64145

	
0.30909




	
High

	

	
−0.01489

	

	
−0.33236




	
P16

	
Low

	
−0.40582

	
−0.31964

	
0.40582

	
-0.33196

	
−0.39981

	
0.45443




	
Medium

	
−0.08994

	
−0.00376

	
0.12247

	
0.05461




	
High

	

	
0.08618

	

	
−0.06786




	
Firm-specific characteristics

	
Stock listed

	
Stock listed

	
−0.02159

	
−0.01876

	
0.02159

	
−0.21548

	
−0.18724

	
0.21548




	
Stock unlisted

	

	
0.00283

	

	
0.02824




	
Venture company

	
Venture company

	
1.31566

	
1.08018

	
1.31566

	
0.67209

	
0.55180

	
0.67209




	
Non-venture company

	

	
−0.23548

	

	
−0.12029




	
INNO-Biz

	
INNO-Biz

	
0.40798

	
0.32335

	
0.40798

	
0.06866

	
0.05442

	
0.06866




	
Non INNO-Biz

	

	
−0.08462

	

	
−0.01424




	
Product stage

	
After pilot production stage

	
−0.12252

	
−0.04306

	
0.12252

	
−0.44364

	
−0.15593

	
0.44364




	
Before pilot production stage

	

	
0.07946

	

	
0.28771




	
Joint company

	
Independent company

	
0.28373

	
0.05043

	
0.28373

	
0.59652

	
0.10603

	
0.59652




	
Joint company

	

	
−0.23330

	

	
−0.49050










Table A3. QM II results by loan default type.







	
Factors

	
Variable Name

	
First Raw Coefficient

	
First Quantification Score

	
Range of First Quantification Score

	
Second Raw Coefficient

	
Second Quantification Score

	
Range of Second Quantification Score






	
Loan default

	
Non-default

	
2.29244

	
0.63614

	
2.29244

	
−0.61848

	
0.07751

	
4.70844




	
Loan default due company insolvency (bankruptcy, closure, etc.)

	
0.57376

	
−1.08253

	
−4.70844

	
−4.01243




	
Loan default due to insolvent debtor (delay or bad credit)

	

	
−1.65630

	

	
0.69601










Figure 1 and Figure 2 reveal how loan default types relate to technology-oriented attributes and a firm’s specific characteristics. In QM II, the range, sign, and pattern of the quantification score are analyzed [43].



In the first set of quantification scores (Figure 1), the loan default type was divided into either non-default or loan default due to an insolvent company/debtor. In addition, based on the range of the first quantification score, we concluded that knowledge management (P1), human resources (P4), new technology development (P8), market potential (P11), sales schedule (P14), return on investment/profitability (P16), and venture and innovation business registration are important predictors of loan default. In particular, the following factors are associated with loan default due to an insolvent company or debtor in the event of a negative score: a low knowledge-management score, a low funding-supply score, a medium new-technology-development score, high market potential, low sales schedule, a low return on investment/profitability, innovation business non-registration, and venture non-registration. In the event of a positive score, the following factors are associated with non-default: a high management score, high funding-supply score, low new-technology-development score, low market-potential score, high sales schedule, high return on investment/profitability, innovation business registration, and venture registration. Based on the first set of quantification scores, we found that the management and profitability factors are important in a technology credit scoring model. A low new-technology-development score was also related to non-default. Therefore, SMEs have a higher potential for success based on good management in an established area of technology. A high market-potential score typically indicates that an SME has technology with both high market potential and high risk because large firms participate in the same market [10].



In the second set of quantification scores (Figure 2), we divided loan default types into two classes: (1) loan default due to company insolvency and (2) loan default due to an insolvent debtor, with non-default. Based on the range of quantification scores, we identified factors related to the loan default type: funding supply (P4), the technology development environment (P6), technological superiority (P9), market potential (P11), market characteristics (P12), product competitiveness (P13), sales schedule (P14), business progress/amount of sales (P15), venture registration, and joint venture. When the score was negative, we determined that the following factors are associated with loan defaults due to company insolvency: a low environment-of-technology-development score, a low technological-superiority score, a low market-potential score, a high market characteristics score, product competitiveness, sales schedule, non-venture registration, and non-joint-venture company. Thus, SMEs with low scores on the environment of technological development and technological superiority had a higher loan default rate due to company insolvency, despite the fact that they had higher scores in market characteristics, product competitiveness, and sales schedule.



We proposed a method to determine a technology credit score using a linear combination of quantification values of technology-oriented variables and firm characteristic variables derived by the first set of quantification variables. When this technology credit score is low, one can predict non-default, whereas a high value represents default due to an insolvent debtor or company. Based on the technology credit scores, we created technology credit risk ratings.



First, we confirmed the predictive power of the proposed model compared to a logistic regression model, which are widely used for credit rating systems. We created two logistic regression models based on the same variables in the quantification model. In the logistic regression model, we assumed the technology-oriented attributed as a five-point Likert scale. To solve the multi-collinearity problem, one model had no exploratory factor analysis (EFA), and the other was based on EFA. Figure 3 shows the receiver-operating curve (ROC) based on training data. When comparing the area under the ROC (AUROC) of the three models, the proposed model (0.7396) exhibited a slightly better performance than the other two (logistic regression model with EFA: 0.7258; logistic regression model without EFA: 0.72519). Table 5 shows the classification based on the best fit to predict defaults. Additionally, we conducted McNemar’s test to check for significant differences in the predictive power between the proposed quantification model and the previous models [44]. The results show that the suggested model has significant differences: the logistic regression model without EFA ([image: there is no content] value: 3.7532, p-value: 0.0527) and the logistic regression model with EFA ([image: there is no content] value: 70.4093, p-value: <0.0001). Based on the results, we see that the predictive power of the proposed model is greater than that of the others. Therefore, we conclude that our proposed technology credit scoring model based on QM II is acceptable.


Figure 3. Receiver operating curve.
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Table 5. Classification table.







	
Proposed Model

	
Predicted

	
Threshold = 39




	
Non-Default

	
Default

	
Overall

	
Percent Correct






	
Observed




	
Non-default

	
1362

	
931

	
2293

	
59.4%




	
Default

	
214

	
728

	
942

	
77.3%




	
Overall

	
1576

	
1659

	

	
64.6%




	
LR with EFA

	
Predicted

	
Threshold = 76




	
Non-Default

	
Default

	
Overall

	
Percent Correct




	
Observed




	
Non-default

	
1107

	
1186

	
2293

	
48.3%




	
Default

	
152

	
790

	
942

	
83.9%




	
Overall

	
1259

	
1976

	

	
58.6%




	
LR without FA

	
Predicted

	
Threshold = 72




	
Non-Default

	
Default

	
Overall

	
Percent Correct




	
Observed




	
Non-default

	
1321

	
972

	
2293

	
57.6%




	
Default

	
228

	
714

	
942

	
75.8%




	
Overall

	
1549

	
1686

	

	
62.9%










Generally, a credit rating system has 10 grades, from AAA to D. Instead of allocating 10 categories by the same interval score, we incorporated both the frequency distribution and the loan default proportion to create a more acceptable technology credit rating system. In addition, the loan default proportion continually increased from AAA to D. To validate this process, we applied the quantification score for each attribute to the validation data. Figure 4 and Figure 5 show the technology credit rating and default rate of each grade obtained by both the training and validation datasets, both of which show a similar distribution pattern, except for the default rate of firms having a AAA rating, which accounts for the smallest proportion of cases. Typically, any category above B is considered acceptable [45]. In Figure 5, when we compare the default rate of firms above B-grade, there is little difference between the training data (19.15%) and the validation data (20.22%). Therefore, our proposed quantification model satisfies the validation test.


Figure 4. Percentage of each grade for the two datasets.
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Figure 5. Default rate by each grade for the two datasets.
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4. Conclusions


In many cases, SMEs have difficulty borrowing money from banks due to a lack of collateral. Governments offer technology credit guarantee schemes to address this issue. However, reckless financial support can lead to the waste of such government funding.



Previous studies of technology credit scoring models focused on predicting loan default risk or on a firm’s survival period. These studies developed models by fitting the probability of loan default as a function of the individual evaluation attributes considered on an interval scale, but actually measured on a categorical, Likert-type scale. This approach can yield biased results. To overcome this limitation, we applied a QM II and canonical correlation analysis to find loan default patterns. Using the quantification method, we analyzed two types of defaults.



We used QM II to isolate the two sets of canonical variables. The first quantification score identified important variables in the event of loan default due to an insolvent debtor or company: knowledge management, human resources, new technology development, market potential, sales schedule, profitability, and venture and innovation business registration. In particular, we found that high scores on management, funding supply, return on investment/profitability, and venture and innovation business registration are associated with non-default. In particular, knowledge management was the most important factor. Therefore, evaluators should assess aspects of knowledge management in more detail to prevent loan defaults. Additionally, based on the second quantification score, we uncovered important factors in loan defaults due to company insolvency: funding supply, technology development environment, technological superiority, market potential, market characteristics, product competitiveness, sales schedule, and business progress/amount of sales. Previous studies did not find that technology factors, such as technology development environment and technological superiority, significantly affected loan survival probability and time. However, our study is the first to find that these attributes are closely related to the defaults by insolvent debtors. When analyzing the results of both quantification scoring models, management is an important factor in both loan default types.



While previous studies suggested a technology credit rating system that considers both the overall default rate and its frequency distribution, a new rating system developed using our quantification method covers not only the advantages offered by previous studies, but also the relationship between different default types and the scores of technology attributes measured in on Likert scales. Specifically, our proposed model improved accuracy by 3% compared to earlier models. Using McNemar’s test, we confirmed that the predictive power of the proposed model is higher than previous models. Prior studies found that a high degree of market potential especially increases the loan default due to intense competition with large enterprises in the same market. However, our study’s results indicate that this happens only in defaults by an insolvent debtor. Therefore, we can infer that intense competition with large companies causes delay or bad credit. In addition, when applying our proposed model based on the quantification method, we revealed a complicated non-linear relationship that other approaches could not detect.



Since we measured technology-oriented attributes on a Likert-type scale, and we considered two types of defaults, a typical regression with continuous explanatory variables is not appropriate. We proposed a new technology credit scoring model based on a categorical version of CCA. The proposed model allows different weights for different levels of individual technology-oriented variables. In addition, the default prediction power is significantly higher than existing models.



Although this paper offers significant contributions, it also has limitations. Due to the nature of the quantification method, we did not consider non-categorical variables such as economic indicators. In addition, the canonical correlation was not very high. Therefore, future research should investigate more evaluation variables and a greater variety of default types.
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