Abstract: During the past few years, the market for organic food has been experiencing rapid growth. However, the market demand for organic food typically fluctuates due to its seasonal nature and customized characteristics, and it remains fairly difficult to precisely forecast market demand prior to the selling season. Forecast bias usually creates inefficiency in an organic food producer’s production plan and results in a substantial amount of waste. Thus, this paper studies how much an organic food producer is likely to lose with a certain level of forecast bias and investigates whether forecast bias necessarily results in an improper production plan. Finally, we calculate the maximum potential profit loss rate when the organic food producer determines how much to produce based on his forecasted demand, which we believe will be instructive for organic food producers in making production decisions. The target problem is formulated by a newsvendor model and solved using a tolerant analysis approach. We find that an organic food producer can still find the optimal solution only if his forecast bias is under a certain threshold. However, if the organic food producer’s forecast bias is beyond the threshold, he will probably make a sub-optimal production decision and potentially experience a profit loss. Subsequently, we analytically calculate an organic producer’s maximum potential profit loss rate for any given level of forecast bias. Examples are employed to numerically illustrate the main findings.
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1. Introduction

Due in part to an increase in public awareness of environmental issues and interest in healthy foods, the proportion of organic food buyers among the general public has been rapidly increasing over the past few years. The global organic food market is projected to register a compound annual growth rate (CAGR) of over 16% from 2015 to 2020 and to reach USD211.44 billion by 2020 [1].

The basic and critical question in the food industry is the link between intensive mass production and market demand [2]. Regarding market demand, evidence suggests that the market demand for organic food continuously fluctuates due to several factors, such as environmental challenges, high purchase prices, organic food availability, income levels, government initiatives and consumer familiarity and awareness [3]. In addition, periodical organic crop plantation, processing complexity and long-distance shipment make the supply of organic foods time-consuming. To determine how much to supply, organic food (OF) producers must perform market forecasts at the time of planting. However, it is a challenge to achieve a precise market forecast at a time long before the selling season [4]. For example, it takes farmers approximately 2–4 months to grow organic corn from sowing to harvest in addition to preparation time, depending on the types of corn that are planted and the climate it is grown in. A world leading market consulting company predicted the global...
market volume of organic food in 2015 would be about 99.45 billion U.S. dollars [5]. Because of the uncertain factors in market, the global market sales of organic food was only 81.6 billion U.S. dollars, nearly 20% less than the prediction, in that year [6]. Therefore, the difficult task of creating a market forecast for organic food can be characterized by a long period of harvest time, fluctuating demand, rapidly changing consumer awareness and market circumstances [7,8]. Thus, various approaches are employed to forecast demand. For example, household surveys [9], multi-variable regressions [10], data mining [11], group discussions [12] and case studies [13] have been adopted to forecast the demand for food. Generally, the precision of a food demand forecast varies from case to case [14], which directly affects the profit of the decision makers.

To enrich the soil in which organic food grows, numerous techniques are used as alternatives to toxic and persistent pesticides, herbicides and synthetic nitrogen fertilizers. These techniques include hand weeding, mechanical control, cover crops, crop rotation and dense planting [15]. Therefore, organic food normally costs 20–100% more than conventional food, and a failure to accurately forecast demand can result in a large potential loss due to the waste of resources or selling opportunities [16,17]. Statistical- and simulation-based research has been performed by Lse [18] and Weatherford and Belobaba [19], respectively. They assert that the negative impacts of demand forecasting inaccuracy increase proportionately with the percentage error in airline revenue management. Therefore, a number of papers have analyzed how an imprecise demand forecast influences the decision maker’s expected profit. Previous related research has focused on disclosing the underlying reasons for food (and organic food) wasting on the way from farm to the end consumer [14,20,21], as well as several tools to measure the waste in the whole life cycle of food product (summarized by Strotmann [22]) and some solving mechanism by operational activities in supply chain [23–26]. These papers try to reduce food waste and improve the performance of one decision maker or the entire supply chain at different decision situations. Similar to the existing studies, we focus on reducing the waste of resources and selling opportunities in organic food production at a different situation that the demand forecast is not precise.

As previously stated, a demand forecast is made during the production preparation period, whereas the actual demand is known at the beginning of the selling season. The difference between forecasted demand and actual demand is termed forecast bias. Forecast bias often occurs and typically means inefficient production and waste of resources or selling opportunities [27]. Vollmann et al. [28] shows that forecast bias directly affects decisions on customer service and the reserve stock level. Therefore, we provide an approach to the quantitative analysis of the potential profit loss in organic production when demand forecast is not precise, which we believe would be helpful to OF producers in formulating a production plan and further enhance its governmental sustainability in food production. In recent years, the term “sustainable governance” becomes very familiar and is well-documented in the literature. Sustainable governance aims to provide effective governance of resources for long-term development by new forms of collective decision-making at local level [29–31]. In this paper, we try to enhance sustainable governance of organic food production by suggesting an optimized decision-making approach. The specific questions that we seek to answer in this study are as follows:

- Since forecast bias occurs often, how much of the OF producer’s profit is negatively affected?
- Because improving forecast precision is costly, a certain level of forecast bias is likely to be acceptable to OF producers. Is there a forecast bias threshold under which the OF producer can still make optimal (or near-optimal) decisions?
- It is common and reasonable for an OF producer to evaluate the risk of a decision regarding production quantity. Is it possible to analytically evaluate the OF producer’s maximum potential profit loss when he formulates production plans according to an imprecise demand forecast?

After being introduced in Morse and coworkers’ book [32], newsvendor model has been widely employed in operational management and applied economics [33]. In this study, the OF producer aims to determine his optimal production quantity by balancing the expected cost and revenue with uncertain demand information. Because the OF producer’s decision falls into the structure
of a newsvendor problem, we formulate the OF producer’s problem by a newsvendor model. The producer’s maximum expected profit is achieved by optimizing the product output quantity of the proposed newsvendor model. Based on sensitivity analysis of the optimal product output quantity achieved by the newsvendor model, the specific questions mentioned above are answered.

Actually, several existing studies focus on organic food production and suggest principles or experiences, according to which a sustainable decision can be made [34]. However, few researchers have analytically studied the production decision under the unreliable demand forecast. At the same time, a number of technical-related studies in the operational management field focus on production/capacity decisions with unreliable forecast/demand using newsvendor models. For example, Scarf [35] studied an inventory problem in which only the standard derivation and the mean of demand were forecasted. Because the solution is not affected by the distribution of demand, the method Scarf [35] proposed is often referred to as the “Scarf rule”, which is extended to problems with more general settings. For example, Yue et al. [36], Perakis and Roels [37] and Zhu et al. [38] propose a new robust model that minimizes the maximum profit loss of decision makers using only the known mean and standard derivation of demand. However, the mean and standard derivation are typically not precisely known in practice [39]. More often, a set of historical observations and future trends rather than the exact mean and standard derivation are available. Indeed, it is reported that many small companies rely on the historical data to forecast future demand [40]. Thus, we contend that the previously described theoretic findings considering known mean and standard derivation of demand are less applicable in many practical situations. Therefore, Wang et al. [39] assume a product output problem in which the demand distribution is forecasted but the shape parameters are unknown. These researchers adopt historical observed demand data to find the boundaries of the shape parameters by using the data achieve a certain level of likelihood. The proposed model is solved using a robust optimization approach. However, robust optimization often suggests pessimistic solutions given the limited demand information (i.e., only the known mean and standard derivation, the distribution type and historical data). Generally, a newsvendor makes his decisions only using his forecasted demand (based on, e.g., historical data or market-trend analysis) rather than the exact value of the mean and derivation or a specific distribution type of the demand. Differently from the cited studies, we do not provide pre-determined shape parameters of market demand (e.g., mean value, distribution or standard derivation) and study the OF producer’s optimal solutions with a known forecast bias. In sum, the primary contribution of this study has two aspects. (1) The effects of forecast bias on the OF producer’s expected profit and optimal solution are analytically studied. Whereas similar research empirically or statistically studies the influence of forecast bias on the decision-making process, we study the problem using a method based on strict mathematical deductions; (2) Although the proposed newsvendor model with non-linear constraints is prohibitively difficult to solve, we analyze the model using a tolerance-analysis approach and finally arrive at several close-form solutions.

The remainder of this paper is summarized as follows. In Section 2, we provide a literature review. Section 3 presents a benchmark model and describes the construction of the OF producer’s decision model. Next, we analyze the relations between forecast bias and optimal solutions. In Section 4, we calculate the OF producer’s maximum potential expected profit loss with forecast bias. Section 5 summarizes and concludes the paper.

2. OF Producer’s Sustainable Production Decision Model

Organic food is prepared and processed without using chemical fertilizers, pesticides or preservatives and has been popular in recent years. Similar to conventional food production, organic food production starts from land consolidation and ends at the packaging of final products. Many time-consuming processes are involved, including resource preparation, seed sowing, pest control, harvest and processing. For example, the soil has a profound impact on the quality of the final product and must be aerated as in the natural world with farm-derived organic matter and mineral particles. Generally, the OF producer requires approximately one month to prepare the soil for
planting. Subsequently, the seeds require several months to mature until harvest and several additional weeks or months for processing into market-ready organic food. Since organic food production is time-consuming, the OF producer must formulate his production plan based on a demand forecast created long before the product is sold. The OF producer’s decision process can be divided into two stages. During the first stage, the producer determines the production quantity based on the demand forecast and conducts preparation and production. During the second stage, the actual demand distribution is known based on updated market information, and the OF producer allocates products to consumers. The OF producer’s activities are presented in Figure 1.

Figure 1. Event sequence of the OF producer.

OF producers aim to maximize expected profit with a certain amount of product output, which can be formulated using a classic newsvendor model that considers selling price, production cost and salvage value. Forecasted market demand \( D = \{d_1, d_2, \ldots, d_N\} \) follows a discrete distribution, with probability mass function \( (p.m.f.)P(D = d_i) = \rho_i \) and cumulative distribution function \( (c.d.f.)F \). When the output product quantity is \( Q \), the OF producer’s expected profit under forecasted demand \( D = \{d_1, d_2, \ldots, d_N\} \) is denoted by \( \pi(Q|\rho) \). The OF producer’s expected profit function consists of two parts, the revenue from selling products and the salvage of over-produced products, the expense in production. Obviously, the OF producer’s objective is to maximize his expected profit by determining the optimal production quantity. Since the newsvendor model is a mathematical model used to determine optimal decisions by balancing the expected cost and revenue with some uncertain factors [41], the OF producer’s production problem can be formulated by a newsvendor model (Equation (1)).

\[
\pi(Q|\rho) = \sum_{i=1}^{N} \rho_i h_i; \text{ where } h_i = p \min(Q, d_i) - cQ + v[Q - d_i]^+ \tag{1}
\]

In Equation (1), \([x]^+ = \max(x, 0)\), \( h_i \) is the profit when demand is \( d_i \), and the output quantity is \( Q \), \( \rho \), \( c \) and \( v \) denote the selling price, purchasing cost and salvage value, respectively. The optimal production quantity of the OF producer can be determined by solving Equation (1). In fact, several operational studies [42,43] suggest an optimal solution, which can help decision makers determine production quantity due to uncertain demand. The solution is provided by Equation (2).

\[
Q^* = d_n, \text{ where } F(d_n - 1) \leq \frac{p-c}{p-v} \leq F(d_n), d_n \in \{d_1, \ldots, d_N\} \tag{2}
\]

In Equation (2), \( \frac{p-c}{p-v} \) is normally called the critical fractal [44], which is denoted by \( \theta \) for mathematical convenience in this paper. In practice, the selling price, salvage value and production cost of organic food are exogenous and known to OF producers. Similar to other products in different industries, the market demand for organic food is easily affected by many factors, such as consumer income, preferences and the price of substitute products. Additionally, because organic food production starts as early as the plantation of organic crops, it is difficult to conduct a market forecast. Therefore, the market demand for organic food typically fluctuates and is often estimated using historical data and experience. As discussed by many researchers and industry experts, occasionally, there is a large difference between the forecasted demand and actual demand [45], which results in some well-documented business failures. This is why Cisco, a major networking equipment supplier, had to
write off 201 billion U.S. dollars in excess stock in 2001 [46]. The difference, which we term forecast bias in this paper, typically affects the OF producer’s production decisions and expected profit. According to industrial statistical data, a producer is expected to suffer 0.48 to 1.78% profit loss if the market demand is over-forecasted by 25% [19]. Because the demand forecast for organic food is made as early as the soil preparation stage when less market information is available, a forecast bias often occurs in practice. Therefore, decisions on output quantity based on forecasted demand are likely non-optimal. In the following section, we analyze the degree to which an OF producer’s decisions are biased because of market forecast bias.

3. OF Producer’s Production Decision with Imprecise Demand Forecast

Because of uncertain factors in markets, demand is usually deemed as a random variable in academia and industry [47]. Historical and empirical data indicate that market demand for organic food is random and ranges in an underlying sample space, whose upper and lower bounds are the demands at the most positive and pessimistic situations, respectively [48]. Meanwhile, demand for organic food in a region is normally counted in billions (e.g., [49–53]) or millions (e.g., [54–58]). Thus, the set of all possible outcomes of random demand in a sample space is estimable and countable. Similar to many existing studies (e.g., [59–61]), we assume the demand for organic food as a random variable following discrete distributions.

The probability vector of the forecasted demand for organic food can be denoted by \( \rho = (\rho_1, \ldots, \rho_N)^T \). Since demand forecast might not be precise, the actual demand probability vector is specified by \( \rho_i = \rho \delta^T \), where \( \delta \) is a perturbation vector \( \delta = (\delta_1, \ldots, \delta_N)^T \). Since demand probability vectors are non-negative, \( \delta_i (i \in \{1, \ldots, N\}) \) are non-negative. Obviously, if the perturbation vectors equal zero, the forecasted demand is precise, and the OF producer can determine the optimal production quantity based on the forecasted demand. Because the actual demand probability vectors can be quite different from those in forecast, the distributions and its shape values of the forecasted demand and the actual demand may differ. Figure 2 shows that, when forecasted demand and forecast bias is known, the ranges in which actual demand possibly locates in are thereby estimated and depicted as the shaded area. In this paper, we do not focus on what distributions or what the shape values of the forecasted demand and actual demand are, we are most interested in the influence of forecast bias, i.e., \( \rho_i - \rho \), to the OF producers’ production decisions and expected profits.

![Figure 2. Range of actual demand distribution with certain forecast bias.](image-url)

Because the sum of all demand probabilities equals 1 and each of the probability factors is in the range [0, 1], valid perturbations follow \( \rho_{si} \in [0, 1] \) and \( \sum_{i=1}^{N} \rho_{si} = 1 \). Obviously, we could arrive at the OF producer’s optimal production decision when the perturbation vectors are known. However,
a producer’s demand probability vector is estimated by forecast and is likely inconsistent with the real probability vector, whereas the forecast bias is easily evaluated by producers [62]. On this basis, we assume all perturbation vectors vary in a certain range for an OF producer and let τ be the OF producer’s forecast bias, such that δ ∈ \[\frac{1}{1+\tau}, 1 + \tau\]. Obviously, the probability factors after any perturbation are still non-negative.

**Remark 1.** The demand probability vectors of forecasted demand might differ from that of the actual demand, and the difference might be negative or positive values. For example, the estimated demand for a product in Theodore’s gift shop is one value from demand sample space \{5, 6, 7, 8\} with probability vector \{0.2, 0.25, 0.3, 0.25\} [63]. Especially, the probability that the value of demand equals 5, 6, 7 and 8 are 20%, 25%, 30% and 25%, respectively. If the actual demand probability vector differs, the probability vectors become to be \{0.2\delta_1, 0.25\delta_2, 0.3\delta_3, 0.25\delta_4\}. When \delta_i > 1 for all \(i \in \{1, 2, 3, 4\}\), we find the sum of all demand probability vectors \(0.2\delta_1 + 0.25\delta_2 + 0.3\delta_3 + 0.25\delta_4 > 1\). Meanwhile, the sum of all demand probability vectors is less than 1 when \delta_i < 1 for all \(i \in \{1, 2, 3, 4\}\). Since the sum of all demand probabilities certainly equals 1, not all \delta_i are bigger than 1 or smaller than 1. Therefore, when one (several) perturbation vectors is (are) smaller than 1, there exists at least one perturbation vector that is bigger than 1. The finding indicates that the difference between probability vectors of actual demand and that of forecasted demand simultaneously includes non-positive and non-negative values. Based on the above analysis, we assume the demand forecast bias to be a bi-directional.

We are most interested in one important question: What is the optimal production quantity under a given biased forecast? We analytically answer the question by Proposition 1 and Corollary 1.

**Proposition 1.** \(d_i \in \Omega_\tau\) if and only if

\[
\tau \geq \begin{cases} 
\max \left\{ \frac{F(d_{i-1}) - \theta}{1 - F(d_{i-1})}, \frac{F(d_i) - \theta}{1 - F(d_i)} \right\} & \text{if } d_i > Q^* \\
0 & \text{if } d_i = Q^* \\
\max \left\{ \frac{\theta - F(d_i)}{F(d_i)}, \frac{\theta - F(d_{i-1})}{1 - F(d_i)} \right\} & \text{if } d_i < Q^* 
\end{cases}
\]

**Proof.** See Appendix A.

As defined in Section 2, \(\theta\) denotes the term \(\frac{p - c}{p - c + u}\) and \(F(\cdot)\) is the cumulative distribution function of the random demand. Proposition 1 provides the value of \(\tau\) when \(d_i\) potentially is the optimal solution of the production problem with an unreliable demand forecast. Because many demand forecasting/evaluating technologies are proposed in the literature, such as the causal method, time-series analysis and the expert systems method [64], different forecasting technologies have different limitations and evaluation preciseness. However, the potential optimal solutions regarding the actual demand are estimated by Proposition 1. That is, if the OF producer’s forecast bias is known, we can determine whether the production quantity based on demand forecast is still the optimal production decision.

However, it remains unclear whether the optimal decision with a precise forecast still holds when the demand forecast bias is small. How much demand forecast bias is permitted such that the decision made based on the forecasted demand remains identical with that based on actual demand? Based on Proposition 1, we have the tolerance of demand forecast bias that leads to \(Q^*_i = Q^*\) (see Corollary 1).

**Corollary 1.** We have \(Q^*_i = Q^*\) if and only if

\[
\tau \leq \min \left\{ \max \left[ \frac{\theta - F(d_{i-1})}{F(d_{i-1})}, \frac{\theta - F(d_{i+1})}{1 - F(d_i)} \right], \max \left[ \frac{F(d_i) - \theta}{F(d_i)}, \frac{F(d_{i+1}) - \theta}{1 - F(d_{i+1})} \right] \right\}
\]

**Proof.** See Appendix A.
Corollary 1 suggests the maximum tolerance of the forecast bias that the OF producer’s decision based on an imprecise demand forecast is the same as that based on actual demand. It is intuitively known that the demand forecast bias negatively links to the OF producer’s benefit. However, Corollary 1 highlights that OF producers’ production decision is still optimal with an imprecise demand forecast only if the forecast bias is within a certain range. Different from the traditional belief that demand forecast bias results in biased decisions and harms the decision maker’s expected profit, Proposition 1 and Corollary 1 suggest that a certain level of demand forecast bias does not influence the OF producer’s quantity decision. Therefore, the OF producer’s decision based on a biased demand forecast is the same as that based on actual demand. We believe that this conclusion represents an instructive contribution to the organic food industry in determining how much to produce. Since the mathematical expressions of Proposition 1 and Corollary 1 are not easily understood by general readers, we employ Numerical Study 1 to represent the implications of those expressions.

**Numerical Study 1.**

We consider an OF producer’s production problem as follows: the selling price is $10, the salvage value is $2, and the production cost is $8. The forecasted demand is presented in Table 1. For example, the possibility vector that demand equals 200 units in the OF producer’s forecast is 10%.

**Table 1.** OF producer forecasted demand distribution.

<table>
<thead>
<tr>
<th>Quantity of Demand (Units)</th>
<th>200</th>
<th>201</th>
<th>202</th>
<th>203</th>
<th>204</th>
<th>205</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability Sector</td>
<td>0.1</td>
<td>0.13</td>
<td>0.16</td>
<td>0.25</td>
<td>0.21</td>
<td>0.15</td>
</tr>
</tbody>
</table>

We can employ Proposition 1 to calculate the minimum level of demand forecast bias that the production quantity by forecasted demand is the optimal solution. For example, when we introduce 201 units as the demand vector into Proposition 1, we can conclude that \( \tau \) is a value larger than 0.2727. This result indicates that the optimal production quantity for the actual demand distribution is 201 units only if the demand forecast bias level is larger than 0.2727. That is, if the demand forecast bias level is smaller than 0.2727, the optimal production for the actual demand distribution is definitely not equal to 201 units. Similarly, the minimum demand forecast bias level for each value in Table 1 can be calculated using Proposition 1 (Table 2).

**Table 2.** Minimum level of forecast bias for each candidate solution.

<table>
<thead>
<tr>
<th>Candidate Solution (Units)</th>
<th>200</th>
<th>201</th>
<th>202</th>
<th>203</th>
<th>204</th>
<th>205</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum Level of Forecast Bias</td>
<td>2.4667</td>
<td>0.2727</td>
<td>0</td>
<td>0.087</td>
<td>1.085</td>
<td>4.3333</td>
</tr>
</tbody>
</table>

Table 2 is highly useful to the OF producer in determining optimal production quantities. For example, when the OF producer’s demand forecast is unreliable and the level of forecast bias is 1, the OF producer is advised by Table 1 that the optimal production quantity for the actual demand distribution is definitely one value in 201 units, 202 units and 203 units. We term the candidate values, i.e., 201, 202, 203, “candidate solutions” (Table 2). Therefore, the OF producer’s optimal decision regarding production quantity with the unknown actual demand information should be one of the three values. Similarly, the OF producer’s optimal production quantity is a number in 202 units and 203 units when the level of demand bias is less than 0.2. Although the OF producer’s actual demand distribution is unknown, the optimal production decision is expressed in finite candidate values calculated by Proposition 1.

In particular, when the OF producer’s level of demand forecast bias \( \tau \) is less than 0.087, the only candidate value of optimal production quantity is 202 units (Table 2). Because of \( \delta \in \left[ \frac{1}{1 + \tau}, 1 + \tau \right] \), we have \( \delta \in (0.92, 1.087) \) when \( \tau \) is less than 0.087. Therefore, we are able to further calculate the variation of probability vector for \( \delta \in (0.92, 1.087) \). For example, if the probability of \( D = 203 \) is 0.25
in forecast (Table 1 and Figure 3), i.e., \( \rho(D = 203) = 0.25 \), we have the range of probability vector after perturbation \( \delta \), i.e., \( \rho(D = 203) \delta \in (0.23, 0.272) \) (Figure 3). Thus, when forecast bias is less than 0.087, the real probability sector of \( D = 203 \) ranges (0.092, 0.1). Similarly, we have the ranges of probability towards other demand vectors (Table 3).

### Table 3. Range of real probability sector when forecast bias \( \tau < 0.087 \).

<table>
<thead>
<tr>
<th>Quantity of Demand (Units)</th>
<th>200</th>
<th>201</th>
<th>202</th>
<th>203</th>
<th>204</th>
<th>205</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability Vector</td>
<td>0.1</td>
<td>0.13</td>
<td>0.16</td>
<td>0.25</td>
<td>0.21</td>
<td>0.15</td>
</tr>
<tr>
<td>Range of Real Probability Vector</td>
<td>((0.092, 0.1087))</td>
<td>((0.12, 0.141))</td>
<td>((0.147, 0.174))</td>
<td>((0.23, 0.272))</td>
<td>((0.193, 0.228))</td>
<td>((0.138, 0.163))</td>
</tr>
</tbody>
</table>

Since the production decision by imprecise demand forecast is still optimal as long as forecast bias is less than 0.087, Table 3 suggests the corresponding ranges of real probability sectors. We visually represent the values in Table 3 by Figure 3, where the shaded areas denote the ranges of real probability vector. This result suggests that the OF producer’s production decision based on the forecasted demand with a certain forecast bias can be the same as that based on the actual demand (Figure 3). Thus, the finding presented by Corollary 1 is very useful.

According to a report by Fox News [65], organic food typically cost 20–100% more than their conventional counterparts. Thus, many consulting or educating organizations, including 10 great colleges in the U.S., are thereby built to provide services to reduce the cost of growing organic food [66]. The finding represented by both Corollary 1 and Figure 3 suggests another way to enhance the profitability of the organic producer. Rather than reducing the cost of growing organic food, improving forecast imprecision to a certain level can reduce the waste and increase profit in return.

**Figure 3.** Range of real probability sector when forecast bias \( \tau < 0.087 \).

### 4. An Approach to Evaluating the OF Producer’s Maximum Profit Loss

The OF producer is more likely to make a biased decision regarding production when his demand forecast bias is large. It is instructive for the OF producer to identify how much he can potentially lose when he makes production decisions based on the forecasted demand. On the one hand, the OF producer potentially loses because a forecast is imprecise. On the other hand, forecast precision can be improved through investment. For example, if the cost invested in forecast improvement is less than the reduced potential loss, the OF producer is motivated to improve his forecast precision. Thus, in this section, we primarily study the relations between the level of demand forecast bias and the expected profit loss when the OF producer makes production decisions using his forecasted demand.
The performances of the evaluated values are typically modeled as the expected profit differences compared with ideal situations (e.g., [67]). To inflect the influence of demand forecast bias, we specify the profit loss using a fractal structural model, which we formally represent by Definition 1.

**Definition 1.** For a value of the OF producer’s forecast-bias level τ, we let $\Phi_\tau = \max_{\delta} \frac{\pi(Q_\delta|\tau) - \pi(Q^*|\tau)}{\pi(Q^*|\tau)}$, where $\delta \in \left[\frac{1}{1+\tau}, 1+\tau\right]$, $\rho_\delta = \rho_\tau^\delta$. We state that $\Phi_\tau$ is the maximum profit loss rate under forecast-bias τ.

Definition 1 formally suggests the formulation of the OF producer’s maximum profit loss rate when he makes production decision under forecast-bias τ. As described by Proposition 1, we have the solution space $\Omega_\tau = \{d_\tau^\min, \ldots, d_\tau^\max\}$ for any given forecast bias τ. Therefore, $\Phi_\tau$ can be transformed as follows:

$$
\Phi_\tau = \max\left\{ \phi_\tau(d_\tau^\min), \ldots, \phi_\tau(d_\tau^\max) \right\}
$$

where $\phi_\tau(d_i) = \max_{\delta} \frac{\pi(d_i) - \pi(Q^*)}{\pi(d_i)}$

$$
st. \quad \delta \in \left[\frac{1}{1+\tau}, 1+\tau\right]
$$

$$
F_\delta(d_{i-1}) \leq \theta \leq F_\delta(d_i)
$$

(3)

Because $F_\delta(d_{i-1}) \leq \theta \leq F_\delta(d_i)$ indicates that the optimal solution of the OF producer is $d_i$, i.e., $Q^*_\delta = d_i$ (Equation (2)). Thus, $\pi(d_i)$ is the expected profit, and $d_i$ is the optimal production quantity with actual demand. Since $\pi(Q^*)$ is the expected profit producing with the forecasted demand, $\phi_\tau(d_i)$ consisting of $\pi(d_i)$ and $\pi(Q^*)$ denotes the expected profit loss rate of producing with the demand forecast when $d_i$ is the optimal production quantity. For a given value of forecast bias τ, it is straightforward to calculate the value of $\Phi_\tau$ by solving Equation (3). However, it is burdensome to solve the difficult NP-hard problem of the nonlinear programming of Equation (3). Therefore, we find that it is possible to reduce the calculation burden by Proposition 2.

**Proposition 2.** For any given τ, $\Phi_\tau = \max\left\{ \phi_\tau(d_\tau^\min), \phi_\tau(d_\tau^\max) \right\}$.

**Proof.** See the Appendix A.

From Proposition 2, we find that the maximum profit loss rate only occurs at two-tailed values of candidate solutions. Comparing the profit loss rate at the tailed values saves substantial calculation time when there are many candidate solutions. For example, when the demand for organic food consists of many discrete values or the forecast bias is large, more vectors are included in the candidate solutions. In such cases, we save substantial calculation time by calculating only two-tailed values in the candidate solutions.

In addition, we employ Corollary 2 to represent the maximum profit loss rate when $\tau \to \infty$. This finding indicates that the investor can also pre-judge the maximum potential profit loss rate when the demand forecast bias is completely unknown.

**Corollary 2.** When $\tau \to \infty$, we have

$$
\Phi_\infty = \begin{cases} 
1 - \frac{\left(p-v\right)d_1 + \left(v-c\right)Q^*}{\left(p-c\right)d_1} & \text{if } \frac{\left(p-v\right)d_1 + \left(v-c\right)Q^*}{\left(p-c\right)d_1} \leq Q^* \\
1 - \frac{Q^*}{\delta_{\tau}} & \text{if else}
\end{cases}
$$

**Proof.** Refer to Appendix A.

The findings for Proposition 2 and Corollary 2 represent a simple means to compute the value of the OF producer’s maximum expected profit loss rate. Numerical Study 2 is used to illustrate how our
findings are applied in practice and to visually present the OF producer’s maximum expected profit loss rate under different levels of demand forecast bias.

**Numerical Study 2.**

We employ the same OF producer’s problem used in Numerical Study 1 and find the OF producer’s candidate solutions for each level of demand forecast bias based on the values in Table 2. Thus, we present the OF producer’s candidate solutions in Table 3.

As shown in Table 4, the number of candidate solutions increases according to the level of forecast bias. For example, when the level of forecast bias is in the range $[0, 0.087)$, the only candidate solution is 202 units. In this case, the OF producer’s optimal production quantity is 202 units.

<table>
<thead>
<tr>
<th>Forecast Bias $\tau$</th>
<th>Candidate Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[0, 0.087)$</td>
<td>202 units</td>
</tr>
<tr>
<td>$[0.087, 0.2727)$</td>
<td>202 units, 203 units</td>
</tr>
<tr>
<td>$[0.2727, 1.085)$</td>
<td>201 units, 202 units, 203 units</td>
</tr>
<tr>
<td>$[1.085, 2.4667)$</td>
<td>201 units, 202 units, 203 units, 204 units</td>
</tr>
<tr>
<td>$[2.4667, 4.3333)$</td>
<td>200 units, 201 units, 202 units, 203 units, 204 units</td>
</tr>
<tr>
<td>$[4.3333, \infty)$</td>
<td>200 units, 201 units, 202 units, 203 units, 204 units, 205 units</td>
</tr>
</tbody>
</table>

In Figures 4 and 5, we present the expected profit loss rates in candidate solutions $d_i$ when we make productions with imprecise demand forecast. For example, when forecast bias is in range $[0.2727, 1.085)$, the profit loss rates respecting to two candidate solutions, i.e., 201 units and 202 units, are as in Figure 5a. Expected profit loss rates when forecast bias ranges in other intervals are presented in Figure 5b–d. We also observe that the maximum value of expected profit loss rate for a given level of forecast bias occurs on the tailed values of the solution space, which highlights the theoretical finding in Proposition 2.

![Figure 4](image.png)

**Figure 4.** OF producer’s expected profit loss rate when demand forecast bias is in the range $[0.087, 0.2727)$.

We believe that the expected profit loss rates in Figures 4 and 5 help the OF producer identify the expected profit loss rate before he determines his production quantity based on the forecasted demand. For example, when forecast bias is 2, we have $\phi_\tau(d_2) > \phi_\tau(d_3) > \phi_\tau(d_4)$. According to Equation (3), the maximum profit loss rate $\Phi_\tau$ when forecast bias $\tau = 2$ is $\phi_\tau(d_2)$, i.e., $\Phi_\tau = \phi_\tau(d_2)$ for $\tau = 2$. Similarly, the maximum profit loss rate $\Phi_\tau$ with respect to each value of forecast bias $\tau$ is calculable and their relations are represented in Figure 6.
Figure 5. OF producer’s expected profit loss rate when demand forecast bias is in the range \([0.2727, \infty)\).

Figure 6. Maximum Profit Loss Rate for Different Levels of Forecast Bias.

Figure 6 suggests the OF producer’s maximum potential profit loss rate with different levels of forecast bias. It is observed that the OF producer’s maximum potential profit loss rate non-decreases by the forecast bias. However, when the demand forecast bias is less than 0.0667, the OF producer’s production quantity is the same as when the actual demand distribution is known to the OF producer. This observation highlights our finding in Corollary 1, which we believe is instructive for OF producers. Although maximum potential profit loss rate non-decreases by the forecast bias, we find from Corollary
that the maximum potential profit loss rate levels off to a certain value. For example, the numerical study described in Figure 6 suggests that the OF producer’s maximum profit loss rate levels off to 1.61. Because the OF producer’s expected profit with actual demand is a non-negative value, the profit loss rate, which is larger than 1, indicates the OF producer’s expected profit with his forecasted demand is a negative value. In this example, when forecast bias is larger than 2.4667, the OF producer’s expected profit with the forecasted demand is likely to be a negative value, which means that the producer possibly confronts a loss due to imprecise demand forecast. Thus, the proposed risk-evaluating of Proposition 2 is helpful to OF producers to evaluate the risk of failure before making their production plans. This observation presented in Figure 6 also indicates the importance of providing precise demand forecast in organic food industry and explains why so many third-party demand-forecasting companies have been established to provide demand forecasting service of organic food in recent years.

5. Conclusions and Future Research Directions

Demand forecast bias often occurs in the organic food industry and negatively affects the organic food producer’s benefits. We focus our analysis on the relations among demand-forecasting bias, the organic food producer’s production quantity and the producer’s expected profit loss. The problem investigated in this paper is formulated using a newsvendor model and solved using toleration analysis. We find that the OF producer only continues to make optimal production decisions if the demand forecast bias does not exceed a certain limit. Because the forecast bias and maximum expected profit loss are positively linked, we analytically calculate the maximum expected profit loss rate under a given forecast bias. We believe that this outcome is instructive for the OF producer in his production decisions.

Since organic food has become incredibly popular in recent years and there exists big risk in production planning due to forecast bias, investigating the decision making of sustainable production under imprecise forecast offers many potential research opportunities. One possible research direction is to further conduct practical application studies. For example, future research can extend our framework to more complex decision circumstance (e.g., more competitors, more upstream and downstream partners, different forecast bias in different market places, etc.), give more managerial insights or tackle more problems in practice. Because organic food is directly linked to the public health, it is also worthwhile to investigate the governments’ guiding policy of organic food production industry to benefit nutritional security and social welfare.
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Appendix A

Proof of Proposition 1. We analyze whether $d_i = \Omega_t$ holds in the following three scenarios.

Scenario 1. $d_i = Q^*$.
If $\tau = 0$, we have $\delta \in \left[\frac{1}{1+\tau}, 1+\tau\right] = 1$. Thus, we obtain $\rho_5 = \rho \delta = \rho$. Because the probability value $\rho_5$ equals $\rho$, the optimal solution under perturbation $\tau = 0$ remains $Q^*$.

Let $A$ and $B$ denote the ranges of $\left[\frac{1}{1+\tau}, 1+\tau\right]$, where $\tau = 0$ and $\tau > 0$, respectively. Because we have $A$ subset $B$, we have $d_i = \Omega_t$ when $\tau > 0$.

Scenario 2. $d_i > Q^*$.
We have $d_i \leq Q_0^*$ only if $\theta \geq F_\delta(d_{i-1})$. Note that $\min F_\delta(d_{i-1}) = F(d_{i-1}) - \min \left\{ F(d_{i-1}) \frac{1}{1+\tau}, [1 - F(d_{i-1})] \tau \right\}$.

To ensure $d_i \in \Omega_t$, we have
\[
\min_{\delta} F_\delta(d_{i-1}) \leq \theta, \text{ where } \delta \in \left[\frac{1}{1+\tau}, 1+\tau\right]
\]
(A1)

According to Equation (A1), we have $\tau \geq \max_{\delta} \left\{ \frac{F(d_{i-1}) - \theta}{\frac{1}{1+\tau}}, \frac{F(d_{i-1}) - \theta}{1 - F(d_{i-1})} \right\}$.

Scenario 3. $d_i < Q^*$.
If $\theta \leq F_\delta(d_i)$, we have $Q_0^* \leq d_i$. Because of $\max_{\delta} F_\delta(d_i) = F(d_i) + \min \left\{ F(d_i) \tau, [1 - F(d_i)] \tau \right\}$, we have
\[
\max_{\delta} F_\delta(d_i) \geq \theta, \text{ where } \delta \in \left[\frac{1}{1+\tau}, 1+\tau\right]
\]
(A2)

According to Equation (A2), we have $\tau \geq \max_{\theta} \left\{ \frac{\theta - F(d_i)}{F(d_i)}, \frac{\theta - F(d_i)}{1 - F(d_i)} \right\}$.

To summarize, we have $d_i \in \Omega_t$ if and only if
\[
\tau \geq \begin{cases} 
\max \left\{ \frac{F(d_{i-1}) - \theta}{\frac{1}{1+\tau}}, \frac{F(d_{i-1}) - \theta}{1 - F(d_{i-1})} \right\} & \text{if } d_i > Q^* \\
0 & \text{if } d_i = Q^* \\
\max \left\{ \frac{\theta - F(d_i)}{F(d_i)}, \frac{\theta - F(d_i)}{1 - F(d_i)} \right\} & \text{if } d_i < Q^*
\end{cases}
\]

Proof of Corollary 1. Assume $Q^* = d_n$. If $\tau < \min \left\{ \max \left\{ \frac{\theta - F(d_{i-1})}{\frac{1}{1+\tau}}, \frac{\theta - F(d_{i-1})}{1 - F(d_{i-1})} \right\}, \max \left\{ F(d_{i-1}) - \theta, \frac{F(d_{i-1}) - \theta}{1 - F(d_{i-1})} \right\} \right\}$, we have a sole element in $\Omega_t$, that is, $Q_0^* = Q^*$ (by Proposition 1).

Note that:
\[
\begin{align*}
\max_{\delta \in \left[\frac{1}{1+\tau}, 1+\tau\right]} F_\delta(d_{n-1}) &= F(d_{n-1}) + \min \left\{ F(d_{n-1}) \tau, [1 - F(d_{n-1})] \tau \right\} \\
\min_{\delta \in \left[\frac{1}{1+\tau}, 1+\tau\right]} F_\delta(d_n) &= F(d_n) - \min \left\{ F(d_n) \tau, [1 - F(d_n)] \tau \right\}
\end{align*}
\]

Allowing $\tau = \min \left\{ \max \left\{ \frac{\theta - F(d_{i-1})}{\frac{1}{1+\tau}}, \frac{\theta - F(d_{i-1})}{1 - F(d_{i-1})} \right\}, \max \left\{ F(d_{i-1}) - \theta, \frac{F(d_{i-1}) - \theta}{1 - F(d_{i-1})} \right\} \right\}$ and introducing $\tau$ into the preceding Equation, we find:
\[
\max_{\delta \in \left[\frac{1}{1+\tau}, 1+\tau\right]} F_\delta(d_{n-1}) \leq \theta; \quad \max_{\delta \in \left[\frac{1}{1+\tau}, 1+\tau\right]} F_\delta(d_n) \geq \theta
\]
(A3)

Equation (A3) indicates that $d_n$ remains the optimal solution under $\tau$. Therefore, we assert that if $\tau \leq \min \left\{ \max \left\{ \frac{\theta - F(d_{i-1})}{\frac{1}{1+\tau}}, \frac{\theta - F(d_{i-1})}{1 - F(d_{i-1})} \right\}, \max \left\{ F(d_{i-1}) - \theta, \frac{F(d_{i-1}) - \theta}{1 - F(d_{i-1})} \right\} \right\}$, $Q^*$ is the optimal production quantity under all $\delta \in \left[\frac{1}{1+\tau}, 1+\tau\right]$.

Proof of Proposition 2. We transform $\tau \geq \max \left\{ \frac{F(d_{i-1}) - \theta}{\frac{1}{1+\tau}}, \frac{F(d_{i-1}) - \theta}{1 - F(d_{i-1})} \right\}$ by
\[
d_{i-1} \leq \min \left\{ F^{-1}(\theta \tau + \theta), F^{-1}\left(\frac{\tau + \theta}{1+\tau}\right) \right\}
\]
(A4)
Therefore, based on Equation (A4), we conclude that \( d_i \geq Q^* \) and \( d_i \in \Omega_\tau \) only if \( d_{i-1} \leq \min \left\{ F^{-1}(\theta \tau + \theta), F^{-1}\left( \frac{\tau \theta}{1 - \tau + \theta} \right) \right\} \).

Thus, the largest element in \( \Omega_\tau \) is \( d^\text{max}_\tau = \max_{d_i} \left( d_i | d_i \geq Q^*, d_{i-1} \leq \min \left\{ F^{-1}(\theta \tau + \theta), F^{-1}\left( \frac{\tau \theta}{1 - \tau + \theta} \right) \right\} \right) \).

In addition, \( \tau \geq \max \left\{ \frac{\delta - F(d_i)}{F(d_i)}, \frac{\delta - F(d_i)}{F(d_i^n)} \right\} \) in Proposition 1 indicates

\[
d_i \geq \max \left\{ F^{-1}(\theta - \tau + \theta), F^{-1}\left( \frac{\theta}{1 + \tau} \right) \right\}
\]

(A5)

Thus, based on Equation (A5), we conclude that if \( d_i \leq Q^* \), we have \( d_i \in \Omega_\tau \) only if \( d_i \geq \max \left\{ F^{-1}(\theta - \tau + \theta), F^{-1}\left( \frac{\theta}{1 + \tau} \right) \right\} \).

Thus, the smallest element of \( \Omega_\tau \) is

\[
d^\text{min}_\tau = \max_{d_i} \left( d_i | d_i \leq Q^*, d_i \geq \max \left\{ F^{-1}(\theta - \tau + \theta), F^{-1}\left( \frac{\theta}{1 + \tau} \right) \right\} \right).
\]

Let \( \{\rho_{g1} \uparrow, \rho_{h2} \downarrow\} \) denote the action of increasing \( \rho_{g1} \) and decreasing \( \rho_{h2} \). Assuming a perturbation \( \delta \) and the corresponding optimal solution \( Q^*_\delta \), we find that \( \frac{\pi(Q^*_\delta | \rho_{g1}) - \pi(Q^*_\delta | \rho_{h2})}{\pi(Q^*_\delta | \rho_{g1})} \) increases only if we validly perturb \( \rho \) under constraints of \( \delta \leq \frac{1}{1 + \tau} \) and \( F_\delta(d_{i-1}) \leq \theta \leq F_\delta(d_i) \) along with the following Policies 1 and 2. Policy 1: When \( d_i > Q^* \), taking the action \( \{\rho_{g1} \uparrow, \rho_{h2} \downarrow\} \) for \( d_x < d_i \leq Q^* \) and \( \{\rho_{g1} \uparrow, \rho_{h2} \downarrow\} \) for \( Q^* \leq d_x < d_i \). Policy 2: When \( d_i < Q^* \), taking the action \( \{\rho_{g1} \uparrow, \rho_{h2} \downarrow\} \) for \( d_x < d_i \). We prove the effectiveness of the policies in searching for the optimal solutions of \( \Phi \), as below.

The proof of Policy 1. We prove Policy 1 in three cases.

(1) Case 1. \( d_i < d_j \leq d_x \). Two probability sets \( \rho' = \{\rho_{g1}, \ldots, \rho_{g1}, \rho'_{i}, \ldots, \rho'_{i}, \ldots\} \) and \( \rho(x) = \{\rho_{g1}, \ldots, \rho_{g1}, \rho_{i}, \ldots, \rho_{i} - x, \ldots\} \) lead to \( Q^* = d_x \). The maximum profits under the two perturbations are \( \pi(l(d_m | \rho')) \) and \( \pi(l(d_m | \rho(x)) \). Let \( h_k = h(Q = d_m, D = d_k); g_k = h(Q = d_m, D = d_k) \), because of \( d_i < d_j \leq d_x \), we have \( h_i - h_j = g_i - g_j \). Thus, we compare \( \frac{\pi(l(d_m | \rho'))}{\pi(l(d_m | \rho(x))} \) and \( \frac{\pi(l(d_m | \rho(x))}{\pi(l(d_m | \rho(x))} \), such that we can choose one of them for our target. Therefore, we have,

\[
\frac{\pi(l(d_m | \rho(x))}{\pi(l(d_m | \rho(x))} - \frac{\pi(l(d_m | \rho(x))}{\pi(l(d_m | \rho(x))} = \sum_{i=1}^{N} \frac{\rho_i h_i}{\pi(l(d_m | \rho(x))} - \sum_{i=1}^{N} \frac{\rho_i g_i}{\pi(l(d_m | \rho(x))} \\
= \left[ \sum_{i=1}^{N} \rho_i h_i + \sum_{i=1}^{N} \rho_i g_i \right] - \left[ \sum_{i=1}^{N} \rho_i h_i + \sum_{i=1}^{N} \rho_i g_i \right] \\
\leq 0
\]

(A6)

According to Equation (A6), we have \( \frac{\pi(l(d_m | \rho(x))}{\pi(l(d_m | \rho(x))} \leq \frac{\pi(l(d_m | \rho(x))}{\pi(l(d_m | \rho(x))} \). In order to maximize \( 1 - \frac{\pi(l(d_m | \rho(x))}{\pi(l(d_m | \rho(x))} \), we can decrease \( \rho_j \) and increase \( \rho_i \).
Case 2. \( d_m \leq d_\omega < d_t \). We have two probability sets \( p_t = \{p_t^1, \ldots, p_t^\omega, \ldots, p_t^t, \ldots\} \) and \( p_t(x) = \{p_t^1, \ldots, p_t^\omega - x, \ldots, p_t^t + x, \ldots\} \) that lead to \( Q' = d_m \). The maximum profits under the two perturbations are \( \pi_t(d_m|p_t) \) and \( \pi_t(d_m|p_t(x)) \). Thus, we compare \( \frac{\pi_t(d_m|p_t(x))}{\pi_t(d_m|p_t)} \) and \( \frac{\pi_t(d_m|p_t(x))}{\pi_t(d_m|p_t)} \) as below.

\[
\pi_t(d_m|p_t(x)) - \pi_t(d_m|p_t) = \sum_{j=1}^{N} \rho_j \rho_{t}^{j} - \sum_{j=1}^{N} \rho_{j}^{t} \rho_{t}^{j} \leq 0
\]  

(A7)

According to Equation (A7), we have \( \frac{\pi_t(d_m|p_t(x))}{\pi_t(d_m|p_t)} \leq \frac{\pi_t(d_m|p_t)}{\pi_t(d_m|p_t)} \). In order to maximize \( 1 - \frac{\pi_t(d_m)}{\pi_t(d_m|p_t)} \), we can decrease \( p_t^\omega \) and increase \( p_t^t \).

The proof of Policy 2. Similar to the proof of Policy 1, we have Policy 2:

\[
\left\{ p_t^{\uparrow}, p_t^{\downarrow} \right\} = \max \left[ 1 - \frac{\pi_t(d_m)}{\pi_t(d_m|p_t)} \right] \text{ if } d_i < d_j.
\]

Since \( \Phi_{\tau} = \max \{ \phi_{\tau}(d_m^{\min}), \ldots, \phi_{\tau}(d_m^{\max}) \} \), we analyze the value of \( \Phi_{\tau} \), with the help of two polices we proved, in the following two cases.

Case 1. \( Q_{\tau}^\ast \geq Q^\ast \).

Assuming \( d_m \in \Omega_{\tau} \) because \( \Phi_{\tau}(d_i) \) increases by \( \tau \), we have \( \phi_{\tau}(d_i) \leq \phi_{\omega}(d_i) \). Note the following two sub-scenarios.

Sub-case 1. \( \{p_m^{\uparrow}, p_t^{\downarrow}\} \)

According to Policy 1, we have the optimal possibility set \( p_t^* = \{p_t^1, \ldots, p_t^m\} \), where \( p_t^m = 0 \) for all \( i \in [1, N] \). In this case, we have

\[
\phi_{\tau}(d_m) = \max_{\delta} \left[ 1 - \frac{\pi_t(Q_{\tau}^\ast|p_t)}{\pi_t(Q_{\tau}^\ast|p_t)} \right] \rightarrow \infty, Q_{\tau}^\ast = d_m
\]

Sub-case 2. \( \{p_m^{\uparrow}, p_t^{\downarrow}\} \)

According to Policy 2, we have the optimal possibility set \( p_t^* = \{p_t^1, \ldots, p_t^m\} \), where \( p_t^m = 0 \) for all \( i \in [1, N] \), \( i \neq 1, N \). In this case, we have

\[
\phi_{\tau}(d_m) = \max_{\delta} \left[ 1 - \frac{\pi_t(Q_{\tau}^\ast|p_t)}{\pi_t(Q_{\tau}^\ast|p_t)} \right] \rightarrow \infty, Q_{\tau}^\ast = d_m
\]

To summarize Sub-scenarios 1 and 2, we have

\[
\phi_{\tau}(d_m) \leq \phi_{\omega}(d_m) \leq \max \left[ 1 - \frac{Q_{\tau}^\ast}{Q_{\tau}^\ast}, 0 \right] = 1 - \frac{Q_{\tau}^\ast}{Q_{\tau}^\ast}
\]

In addition, if \( d_{m+1} \in \Omega_{\tau} \), we calculate the value of \( \varphi = \min_{\delta} \left[ 1 - \frac{\pi_t(Q_{\tau}^\ast|p_t)}{\pi_t(Q_{\tau}^\ast|p_t)} \right] \rightarrow \infty, Q_{\tau}^\ast = d_{m+1} \]. According to Policy 1, we have the optimal solution of \( \varphi \):

\[
\rho_t^\ast(\varphi) = \{\rho_t^1, \ldots, \rho_t^m\}, \quad \text{where} \quad \rho_t^m = 0, \rho_t^{m+1} = 1 - \theta, \rho_t^i = 0 \quad \text{for} \quad i \neq m, m + 1
\]  

(A8)
Introducing Equation (A8) into \( \varphi \); we have

\[
\varphi = \min_{\delta} \left[ 1 - \frac{\pi(Q_\delta^* | \rho)}{\tau} \right] \quad \tau \to \infty, Q_\delta^* = d_{m+1}
\]

\[
= 1 - \frac{\tau \pi(Q_\delta^* | \rho)}{\pi(Q_\delta^* | \rho)}
\]

\[
= 1 - \frac{\tau}{Q_\delta^*}
\]

(A9)

Note that \( \phi_\tau(d_{m+1}) \) non-decreases by \( \tau \). Because of Equations (A8) and (A9), we have

\[
\phi_\tau(d_{m+1}) = \max_{\delta} \left[ 1 - \frac{\tau \pi(Q_\delta^* | \rho)}{\pi(Q_\delta^* | \rho)} \right] \quad \tau, Q_\delta^* = d_{m+1}
\]

\[
\geq \min_{\delta} \left[ 1 - \frac{\tau \pi(Q_\delta^* | \rho)}{\pi(Q_\delta^* | \rho)} \right] \quad \tau, Q_\delta^* = d_{m+1}
\]

\[
= 1 - \frac{\tau}{Q_\delta^*}
\]

(A10)

Case 2. \( Q_\delta^* \leq Q^* \).

There are at least two potential solutions \( d_m \) and \( d_{m+1} \) under \( \tau \), where \( \{\rho_m \downarrow \rho_1 \uparrow\} \). We assume one probability vector \( \delta_\tau = \{\rho_1, \ldots, \rho_m\} \) leads to \( Q_\delta^* = d_{m+1} \) under \( \tau \). Therefore, we obtain \( \sum_{i=1}^{m+1} \rho_{\delta i} \leq \theta \); \( \sum_{i=1}^{m+1} \rho_{\delta i} \geq \theta \) based on Proposition 1 when \( \tau \geq \max \left\{ \frac{\theta - F(d_m)}{d_m}, \frac{\theta - F(d_m)}{d_m} \right\} \). We assume a non-negative value \( \zeta_i \), \( i \in [1, N] \). We can increase \( \rho_{\delta i}, (i \in [1, m]) \) by \( \zeta_i \) and decrease \( \rho_{\delta i}, (i \in [m+1, N]) \) by \( \zeta_i \) simultaneously. Then, we arrive at the optimal probability vector \( \rho_\delta^* \) by Policy 2, which satisfies Equation (A10).

\[
\sum_{i=1}^{m} \rho_{\delta i}^* \leq \theta
\]

(A11)

Therefore, we have

\[
\phi_\tau(d_{m+1}) = \max_{\delta} \left[ 1 - \frac{\tau \pi(Q_\delta^* | \rho)}{\pi(Q_\delta^* | \rho)} \right] \quad \tau, Q_\delta^* = d_{m+1}
\]

\[
= 1 - \frac{\tau \pi(Q_\delta^* | \rho)}{\pi(Q_\delta^* | \rho)}
\]

(A12)

and

\[
\pi(Q_\delta^* | \rho_\delta^*, Q_\delta^* = d_{m+1}) = \pi(Q_\delta^* | \rho_\delta^*, Q_\delta^* = d_m)
\]

(A13)

Based on Equations (A11)–(A13), we have

\[
\phi_\tau(d_m) = \max_{\delta} \left[ 1 - \frac{\tau \pi(Q_\delta^* | \rho)}{\pi(Q_\delta^* | \rho)} \right] \quad \tau, Q_\delta^* = d_m
\]

\[
\geq 1 - \frac{\tau \pi(Q_\delta^* | \rho)}{\pi(Q_\delta^* | \rho)}
\]

\[
= 1 - \frac{\tau}{Q_\delta^*}
\]

(A14)

Therefore, for a given \( \tau \), Equations (A10) and (A14) indicate

\[
\begin{cases}
\phi_\tau(d_m) \leq \phi_\tau(d_{m+1}) \text{ for } Q^* \leq d_m \leq d_{m+1}, d_m \in \Omega_\tau, d_{m+1} \in \Omega_\tau \\
\phi_\tau(d_{m+1}) \leq \phi_\tau(d_m) \text{ for } d_m \leq d_{m+1} \leq Q^*, d_m \in \Omega_\tau, d_{m+1} \in \Omega_\tau
\end{cases}
\]

(A15)

The solution space under \( \tau \) is \( \Omega_\tau = \{d_1, \ldots, d_k\} \), and the corresponding expected profit loss rate is as follows: \( \Phi(\tau) = \{\phi_\tau(\tau), \ldots, \phi_\tau(\tau)\} \). Because \( Q^* \in \Omega_\tau \) by Proposition 1, we have

\[
d_{\tau}^{\min} \leq Q^* \leq d_{\tau}^{\max}
\]

(A16)

Based on Equations (A15) and (A16) and Proposition 1, we have \( \Phi_\tau = \max \{\phi_\tau(d_{\tau}^{\min}), \phi_\tau(d_{\tau}^{\max})\} \).
Proof of Corollary 2. According to Proposition 2, we have $\Phi_\infty = \max \{ \phi_\infty (d_1), \phi_\infty (d_N) \}$. Note that $\rho_i^* = \arg \max \phi_\infty (d_1) (\tau \to \infty)$. Based on Policy 2, we have $\rho_i^* = \{ \rho_{i1}^*, \ldots, \rho_{iN}^* \}$, where $\rho_{i1}^* = 1, \rho_{iN}^* = 0$, where $i \neq 1$. Therefore,

$$
\phi_\infty (d_1) = \max_{\delta} \left[ 1 - \frac{\pi (Q' | p)}{\pi (Q_0 | p)} \right]_{\tau \to \infty} = 1 - \frac{\pi (Q' | p)}{\pi (Q_0 | p)} = 1 - \frac{(p-c)_{d1}+(c-e)Q'}{(p-c)_{d1}}
$$

In addition, we have $\rho_i^* = \arg \max \phi_\infty (d_N)$ by Policy 1, where $\rho_i^* = \{ \rho_{i1}^*, \ldots, \rho_{iN}^* \}$. Thus,

$$
\{ \begin{array}{ll}
\rho_{iN}^* = 1, & \rho_{i1}^* = 0 \text{ for } i \neq N; \\
\rho_{i1}^* = 0, & \rho_{iN}^* = 1 - \theta, \rho_{i1}^* = 0 \text{ for } i \neq 1, N; \\
\end{array}
\}
$$

(A17)

Therefore, we have

$$
\phi_\infty (d_N) = \max_{\delta} \left[ 1 - \frac{\pi (Q' | p)}{\pi (Q_0 | p)} \right]_{\tau \to \infty} = 1 - \frac{\pi (Q' | p)}{\pi (Q_0 | p)} = \{ \begin{array}{ll}
1 - \frac{\pi (Q' | p)}{\pi (Q_0 | p)}, & \text{if } \{ p_1 \downarrow, p_N \uparrow \} \\
0, & \text{if } \{ p_1 \uparrow, p_N \downarrow \}
\end{array}
\}
$$

(A18)

According to Equations (A17) and (A18), we have

$$
\Phi_\infty = \max \{ \phi_\infty (d_1), \phi_\infty (d_N) \} = 1 - \min \left\{ 1 - \frac{(p-c)_{d1}+(c-e)Q'}{(p-c)_{d1}}, \frac{Q'}{Q'_{\delta, \ldots, \delta}} \right\} = \left\{ \begin{array}{ll}
1 - \frac{(p-c)_{d1}+(c-e)Q'}{(p-c)_{d1}}, & \text{if } \{ p_1 \downarrow, p_N \uparrow \} \\
1 - \frac{Q'}{Q'_{\delta, \ldots, \delta}}, & \text{if else}
\end{array}
\right\} \leq Q^*.
$$
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