Lifting the Information Barriers to Address Sustainability Challenges with Data from Physical Geography and Earth Observation
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Abstract: Sustainability challenges demand solutions, and the pace of technological and scientific advances in physical geography and Earth observation have great potential to provide the information needed to address these challenges. This paper highlights five online tools and initiatives that are lifting barriers to address these challenges. The enviroGRIDS project in the Black Sea catchment demonstrates how the use of spatial data infrastructures can facilitate data sharing. Google Earth Engine is providing solutions to challenges of processing big data into usable information. Additionally, application programming interfaces allow outsiders to elaborate and iterate on programs to explore novel uses of data and models, as seen in the Berkeley Ecoinformatics Engine. Finally, collaborative mapping tools, such as Seasketch/MarineMap and the InVEST software suite, allow engagement within and between groups of experts and stakeholders for the development, deployment, and long-term impact of a project. Merging these different experiences can set a new standard for online information tools supporting sustainable development from evidence brought by physical geography combined with socioeconomic conditions.
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1. Introduction

With mounting pressure on lands, waters, and vital natural resources, information from physical geography about how to steward natural systems has never been more precious. The United Nations (UN) has agreed on a new agenda to address these challenges by proposing 17 Sustainable Development Goals (SDGs) and 169 associated targets for 2030 [1]. This is a plan of action to protect the planet from degradation, including through sustainable consumption and production, sustainably
managing natural resources, and taking urgent action on climate change in order to support the needs of current and future generations.

Data from Earth observation (www.data4sdgs.org), combined with models from physical geography, demographics, and statistical data, can provide the necessary information to inform about the SDG targets by building indicators at various scales. The aim is to trigger action based on data-driven decision-making processes and inform the public. Indeed, Earth observations operate globally at higher and higher spatial and temporal resolutions, in real-time, becoming a cost-effective solution to monitor progress toward a more sustainable future. Inevitably, geography recognized the importance of location to most of the SDGs and related targets, bringing a new opportunity for geospatial information to play a key role in monitoring and informing about SDGs in the coming decades [2].

In order to avoid redundancy and dissonance, the new SDG framework should be linked to existing environmental policies. For instance, SDGs 14 and 15, which are about promoting the sustainable use of water and land ecosystems and halt biodiversity loss, should be in-line with the Aichi targets for 2020 defined by the Convention on Biological Diversity [3]. The Global Biodiversity Outlook gives an interim assessment of the progress towards these targets [4]. The Group on Earth Observation Biodiversity Observation Network further outlines the distributed network of databases [5] needed to measure the Essential Biodiversity Variables [6,7] that are useful to assess the Aichi targets. For policy links to the other SDGs presented in Figure 1, a table is provided in Annex 1.
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**Figure 1.** Selected SDGs (Annex 1) at various scales and under numerous global changes, with some existing integrative approaches to address them (Annex 2).

In all of these cases, the SDG agenda recognizes that data needed for assessing several targets is not broadly available [8]. This means that data collection must be improved in order to establish national and international baselines. The UN calls for new ways to foster and promote innovation to fill data gaps, mobilize resources to overcome inequalities between developed and developing countries, and between data-poor and data-rich regions, and lead and coordinate the data revolution into its full role for sustainable development. The expectation is that existing international environmental institutions should regularly evaluate the progress toward sustainable development. Scientists have identified five priorities for better contributing to this process: devise metrics; establish monitoring mechanisms; evaluate progress; enhance infrastructures; and standardize and verify data [9]. These priorities are critical for improving policy and better informing decisions, but must go beyond traditional economic valuation to incorporate societal and environmental values. Furthermore, any measurements or models must be readily accessible, globally applicable, replicable, shareable, and relevant to specific decisions and the stakeholders making them.
However, against this backdrop of ambitious goal setting, the planet has already passed some of its own resource boundaries [10] through global changes, as demonstrated by physical geography, making the sustainability challenges greater and still more pressing to address (Figure 1). Among the main drivers of changes, the fifth IPCC synthesis report [11] demonstrated that greenhouse gas emissions are responsible for global warming in a range between 2 and 6 degrees on average, with more complex changes occurring in the distribution of extreme temperatures and seasonal and annual rainfall. These changes would severely impact numerous aspects of the natural environment, such as biodiversity and ecosystems, soils, freshwater water, and marine resources as well as human activities, such as agriculture, tourism, transport, and energy production [11]. A second driver of change is land use, which changes and fragmentation are severely impacting the environment, with habitat losses from development that cannot be offset by the creation of protected areas [12], maintenance of connectivity, ecological corridors [13], or extensive agriculture. Finally, the UN’s latest projections [14] suggest that the global population will reach between 9.4 and 10 billion by 2050 (key finding 2, p. 8). This review of worldwide demographic trends is essential for evaluating the progress toward achieving the SDGs and to guide policy and economic decision making in the 21st century.

The sustainability challenges laid out by international organizations are very challenging for society, but fortunately the available tools and approaches are steadily improving to help craft solutions to these challenges (e.g., cost-benefit analyses, ecosystem services, nexus, planetary boundaries; see Annex 2) (Figure 1). The objective of this paper is to present, through selected case studies and an original framework, the state of the art solutions to lifting the technical barriers to integrating scientific information into sustainable decision making. The aim is to improve the capacity to address complex and related sustainability challenges. The main barriers and solutions presented in Figure 2 to improve information flows are:

A. User access to data is limited and can be improved by data sharing based on web platforms and interoperability in order to facilitate the use and reuse of high-quality data on the environment.
B. The increasing size and complexity of data sources can be handled by improved data-processing capacities in order to make better sense of the amount of data confronting decision makers.
C. Individual software solutions can be improved by the ability to elaborate and iterate on and between them. Data processing, analysis, and reporting workflows can be enhanced by developing application programming interfaces (APIs) for software products in order to enhance third-party development without duplicated efforts.
D. Limited knowledge transmission and uptake can be enhanced through collaborative engagement, co-creating and applying scientific decision-support tools in order to identify solutions to problems faced by specific stakeholders.

Figure 2. Barriers and solutions in the workflow from data to decision making for sustainability. (A) data access; (B) data size; (C) ability to elaborate and iterate existing software; and (D) knowledge transmission. Plain arrows represent solutions to lift barriers and dotted arrows represent active feedback in the workflow.
2. Materials and Methods

2.1. Limited Access to Data

There are a variety of social, economic, security, and technological reasons that may limit access to data. But the problem, in general, is that data either do not exist or are scarce, restricted, or are not in a readily usable format [15]. There are many emerging technologies that can be deployed to address limitations of data scarcity, such as sensor networks, which can make a once tedious and costly process simple to manage and inexpensive to implement. The pervasiveness of certain data, such as satellite imagery, can be combined with novel analysis techniques to provide modeled estimates of data that are scarcer [16]. There are a plethora of data formats and distribution methods; however, if the intention is to increase the ease of use and distribution, then a common interchange format must be used. The Open Geospatial Consortium (OGC) has established a method for this, with the creation of standardized web services as a way to access a dataset through a simple web address [17]. In order to provide quality and timely data to inform evaluation and decision processes, existing Earth Observation infrastructures must be improved. Data sharing is explored in the Black Sea catchment with Geonode, which is an Open Source Geospatial Content Management System [18] and Bringing GEOSS services into practice capacity, which is a capacity-building material that aims at teaching how to configure, use, and deploy a set of open source software to set up a spatial data infrastructure (SDI) [19]. Once data are acquired and shared, it can be more easily processed.

2.2. Increasing Size and Complexity of Data

The pace of advancement in information technology has been accelerating, and there is great potential to provide better support for the innumerable decisions that regularly affect the sustainability of coupled human and natural systems. For over a decade, the rate of online data storage has doubled every 2 years; Internet connection speeds have increased 50%/year; and the price of computational hardware is dropping regularly. The problem in coming years will be to make sense out of this avalanche of data through improved capacity to access, store, and analyze it. Scalable solutions have emerged to address these challenges, ranging from improved personal computer capacities, clusters of computers, grid and cloud technologies [20]. Google Earth Engine presents a case study based on Python and JavaScript programs for developing geospatial analyses on Google cloud [21]. Once the output is acquired, it can then be shared and examined through a machine interface.

2.3. Ability to Elaborate on Software Solutions

Software is often developed in isolation. Application programming interfaces (API) allow software to work together and to share functionality without the need of knowing the implementation in the same way that a light bulb socket connects different types of light bulbs to diverse power sources. Many more environment-related APIs can be found on specialized platforms [22]. The development of an API can add significant complexity to software development, especially during the design process, but can also extend the usefulness of software far beyond any specific application. For example, the Geospatial Data Abstraction Library (GDAL) [23] is used primarily to read and write geospatial data in a variety of software products, including ArcGIS, QGIS, and many other software packages. This alleviates the need for those software products to implement their own code for reading and writing geospatial data, and instead focus on different tasks. APIs reduce the bottleneck in implementing customized software by providing access to preexisting implementations that would otherwise be resource intensive or prohibitive to develop. A clear demonstration of this solution is presented below with the Ecoinformatics Engine [24] case study that is built on an open source API serving UC Berkeley’s Natural History Data [25]. Once the output is shared and examined, it can be discussed through human interactive interfaces.
2.4. Knowledge Transmission

The transmission and use of knowledge is one of the most significant barriers that is often overlooked by the physical sciences. Advances in science, data, and interoperability have lifted many of the previous acknowledged barriers in order to enhance our understanding of the impact of human decisions on Earth ecosystems. There is an extensive literature on the ingredients for successful uptake of new information, which demonstrates that the information must be credible, salient, and legitimate [26]. Credibility requires a scientific rigor in the technical evidence presented. Salience means that the information is relevant to the needs of decision makers. Legitimacy involves the process of generating the information in the first place, ensuring that it has been unbiased with respect to opposing views and has incorporated all lines of evidence. While credibility is often the main focus of scientific scrutiny and research advancement, salience and legitimacy present significant barriers to the uptake of information [27]. There are promising new advances on these fronts, and more institutions are building these elements into their research programs. Salience and legitimacy can both be addressed by improving the interface and accessibility of information. Investments in monitoring, data sharing, and analytical infrastructure must be paired with the development of easy-to-use applications that accommodate everyone who can inform the policy process. There is a wide array of engagement platforms, ranging from mobile apps collecting voter opinions to high-end software tools that are tailor-made to specific decisions. This knowledge transmission issue is exemplified below by Seasketch, which is a powerful tool for ocean planners, stakeholders, and the public that enables participatory marine spatial planning [28]. InVEST is also presented as a suite of free open-source software models used to map and value the goods and services from nature [29]. Finally, RIOS is a support tool for the design of cost-effective investments in watershed services [30].

3. Results from Selected Case Studies and Discussion

Here is a selection of case studies based on our own work that exemplify the solutions that can be brought to lower the above described barriers. These case studies are then discussed by comparison with other existing solutions at various geographical scales.

3.1. Data Sharing in the Black Sea Catchment

One example of rising to the challenge of data sharing is the enviroGRIDS project [31], which predicts land-use change in the Black Sea catchment [32], and models its hydrology [33] to predict future water-resource vulnerabilities [34] and scarcity [35]. The datasets produced by the project are made freely available through a geoportal built with Geonode (Figure 3a) [36] that is based on a Spatial Data Infrastructure (SDI) using OGC standards (Figure 3b).

Most physical geography and environmental data (e.g., hydrological, meteorological, and agricultural) remain difficult to find, access, and integrate because of various incompatibilities in formats, data models, and quality, missing documentation (metadata), data fragmentation, and non-existing or inappropriate data policies [37]. Improvements require common standards and adequate metadata [38]. EnviroGRIDS has its roots in data-sharing principles of international initiatives, such as the Global Earth Observation System of Systems (GEOSS [15]) and the European framework INSPIRE, which promote interoperability to maximize the reuse of geospatial data. These initiatives are supported by a brokering approach that interconnects different systems and provides a multidisciplinary framework [39]. SDI concepts, methods, and technologies represent an important step toward removing barriers to data availability, accessibility, integration, and modeling. Further steps depend on the use of distributed computing infrastructures that can handle complex and large datasets and models [40]. Additionally, web-processing services bring the flexibility to develop and execute models over the Internet [41,42], as demonstrated by the eHabitat tool to models species distribution [43].
Other good examples of data-sharing services exist at various scales. The Global Change Master Directory (GCMD [44]) contains more than 34,000 Earth science datasets and service descriptions. The aim of this NASA project is to improve the discovery and access of global change and Earth observation-related data, services, and instruments to researchers, policymakers, and the public. The Global Risk Data Platform [45,46] is a perfect example of the use of OGC standards to share information on natural risk disasters globally. At regional scales, the Water Information System for Europe [47] is based on OGC standards, and aims to improve the collection and dissemination of information related to European water policy. At a national level, the Swiss Federal Office of
Topography is using WMS OGC services to integrate national maps, aerial photos, and other geospatial data into geographical information systems (GIS). Finally, at a local scale, there is the State of Geneva (Switzerland) information system, which is delivering its large catalog of open data as web services through ESRI-based web solutions.

3.2. Addressing Size and Complexity with Google Earth Engine

Hansen et al. [48] analyzed approximately 20 trillion pixels extracted from 654,178 Landsat 7 scenes, which is close to half of the available Landsat 7 archive, to detect forest loss and forest gain for each 30-m pixel of land on the Earth from the year 2000 to 2012. Performing this task required immediate online access to all the relevant Landsat data in an environment that supported its analysis. In this case, Google Earth Engine was used because of the co-location of a copy of Landsat data with the processing capacity needed to perform the analysis. Google Earth Engine provides open access to a centralized repository of many such large collections of Earth observation data (Figure 4a), a programming interface to analyze those data, and a cluster of computers upon which the analyses are run (Figure 4b). Algorithmic development is important in the analysis of these data. They can range from relatively simple pixel stack operations, such as multiplication and addition of rasters, to complex landscapes spanning operations, such as machine-learning classification of land-cover types.

**Figure 4.** Google Earth Engine. (a) public data catalog, (b) on-demand, and (c) batch computation modes.
Large digital datasets of the Earth and its processes have become ubiquitous, but the computational complexity of analyzing those data can be challenging. For example, the NASA/USGS Landsat project has collected petabytes of global remote sensing data since its inception in 1965. Simply storing those data in an easily-accessible manner is a significant undertaking. Storing them in a way that makes them available for processing is even more complex. Global analyses of these data can require calculations over large percentages of these kinds of data collections.

Many applications of Google Earth Engine have emerged in recent years, such as in the analysis of urban growth [49], wetland extent [50], or crop mapping [51]. The solutions brought by Google Earth Engine are made possible by the evolution of parallel computing on grids and clouds [52]. With the “big data” revolution, these technologies are in constant progress [53].

Similarly, ArcGIS Online from ESRI, markets itself as a complete, cloud-based mapping platform providing both visualization and analysis. Other solutions exist, such as GISCloud [54], to create, upload, author, publish, and share spatial data. Existing geospatial solutions on the cloud were reviewed by Evangelidis et al. [55].

3.3. Accessing Biological and Geospatial Data from APIs

The Berkeley Ecoinformatics Engine (Figure 5b) provides an excellent example of how an open API allows researchers to explore, visualize, and analyze a wealth of biological and geospatial information on global change that is agnostic to the software platform (Figure 5a). It also liberates and integrates highly-complex data from specimens in natural history museums, field experiments and observations, aerial and satellite imagery, measurements from environmental sensor networks, and global change model predictions.

(a)

Figure 5. Cont.
The flexibility of the platform allows for it to be used to drive a variety of applications meant for different users. The API drives a growing list of other visualization and programmatic use cases [56]. Providing an open API allows anyone to create similar rich interactive resources, as seen above, without the need to reproduce the entire infrastructure of this web application (Figure 5a).

In the environmental sciences, the use of APIs is becoming more and more common to improve access to an increasing amount of available information. The Food and Agriculture Organization of the UN (FAO) is, for instance, making its data available in a similar way with the FAOSTAT API and related R-package [57]. The Group on Earth Observation (GEO) has developed the GEO DAB API [58] to simplify cross- and multidisciplinary discovery, access, and use of disparate data and information [39]. NASA is also making available several data resources through dedicated APIs [59].

### 3.4. Transferring Knowledge through Participatory Approaches

Two excellent examples of building salience are SeaSketch (Figure 6a) and its predecessor MarineMap, which are participatory web-based tools for marine reserve design. MarineMap was used by the stakeholders of California’s Marine Life Protection Act Initiative for marine-protected area planning [60], to facilitate access to important datasets and automatically linking user-created designs to analysis of those reserves that met the science-based guidelines. The implementation of this tool facilitated the public process by giving participants a better understanding of the geography and science criteria, allowing them to concretely identify areas of converging and diverging interests [61]. SeaSketch extends MarineMap’s capabilities with a software as service architecture to simultaneously support dozens of projects, and greatly reducing costs and time requirements.

An increasingly successful way of building legitimacy is by coproducing knowledge with stakeholders. The Natural Capital Project maintains a suite of ecosystem services models called InVEST (Integrated Valuation of Ecosystem Services and Trade-offs) [62], that was developed through use cases to reflect outcomes of real decisions faced by a variety of actors [63]. One example of this process has been the ongoing creation of water funds throughout Latin America, and is now spreading to Africa and Asia. Water funds are conservation financing mechanisms that protect or improve the management of watersheds to secure water for downstream beneficiaries that pay into the fund [64]. Water funds often seek a science-based approach for targeting interventions to maximize cost-effectiveness [65], and for the past 5 years, scientists at The Natural Capital Project have engaged with local scientists, managers, and stakeholders in a collaborative process of evaluating scenarios for impacts on management objectives, learning that targeted investments could provide a return that is several times greater than random or ad hoc investments. This ultimately led to the creation of a

**Figure 5.** Berkeley Ecoinformatics Engine (a) open API giving direct access to data in a third-party statistical package (http://ropensci.org); and (b) the Ecoengine conceptual model.
new tool that was tailored to this specific context, namely RIOS (Resource Investment Optimization System [66], Figure 6b), which enables a transparent and legitimate process for designing water funds to equitably meet the needs and multiple uses of the diversity of actors involved in the water fund.

Figure 6. Participatory approaches and tools (a) Screenshot depicting the SeaSketch interface, with map viewer (left), and the collaborative discussion forums (right); and (b) workflow of the RIOS tool for targeting ecosystem services in watershed management.

OpenStreetMap [67] is probably the best-known collaborative mapping system in the world, with more than 3 million registered users creating new geographic information. The MAP-X project [68] is using a Shiny server as a core component of its geospatial platform. Shiny [69] is another example of an interactive system that is based on an open source R-package that provides a powerful web framework for building interactive web applications.
4. General Discussion

Sustainable stewardship faces many challenges at the intersection of physical geography, Earth observation, and policy; and new technologies are needed to better manage information and the knowledge that it can produce. Limited information can come from too little or too much data, fragmented data repositories, and the lack of sharing due to cultural, legal, or technological limits. The use of spatial data infrastructures can facilitate data sharing in a manner that is efficient, scalable, and resilient. The ability to then process data into information and knowledge is critical, and a public platform for connecting developers is essential for innovation. The engagement among and between experts and stakeholders is critical for the development, deployment, and long-term impact of a project. Their success depends on the ability to gain funding from diverse sources, effectively manage projects, and convey the results and lessons learned.

The proposed approach of barriers and solutions for addressing sustainability challenges from physical geography and Earth observation represents a new and original framework based on the combined experience from the coauthors. However, similar challenges exist in many other fields of information systems, where different types of barriers and solutions have been identified, as for instance in the health domain [66,70] and also in the energy sector [71]. While the authors of this paper concentrated here on technical barriers, other domains are also addressing organizational, behavioral/human, and financial barriers. The adopted approach is also closely related to data-information-knowledge-wisdom (DIKW) pyramids [72], which could clearly be linked to different barriers and the transition from one level to another. Barrier A is about accessing data; Barrier B is essentially about transforming data into information; Barrier C is about generating knowledge; and Barrier D can be seen as a way to reach some kind of common wisdom.

Solutions exist that improve data sharing by exchanging data through web services using interoperability standards, but these solutions and standards are underused. Data sharing could greatly benefit from promoting multidimensional data standards with embedded metadata, such as NetCDF. Web services should be discoverable by web browsers, as traditional Internet search tools are still mostly used when looking for data instead of dedicated geoportals, such as GEOSS or INSPIRE.

The need for improved data processing solutions will increase with the quantity of new datasets made available, their increased spatial and temporal resolution, and the arrival of data from distributed sensors and the Internet. In particular, choosing the right processing solution (single computer, clusters, grids, clouds) remains an issue when facing large data and/or processing challenges [73].

Many developments can be made available to other research groups if they carefully plan and implement APIs. However, a combination of physical and virtual networks is needed in order to improve the participation of various stakeholders in decision-making processes based on the best available scientific information. Finding solutions for measuring the progress towards SDGs, and especially for implementing solutions, depend on large interdisciplinary networks.

The sustainability of the online tools themselves remains a challenge, since there are usually very limited resources to develop and maintain complex information systems for end-users. Funding mechanisms common to academic and government entities are often not compatible with the needs of scoping, developing, and maintaining software and data infrastructure. A much greater priority should be given to environmental information systems that are capable of addressing the sustainability challenges at various geographical scales.

The solutions proposed in this paper represent important contributions toward transforming data into information and knowledge, feeding into the science-policy interface. Capacity-building is essential for this transformation [38], but the most difficult step remains bringing scientists and decision-makers to the same table to build their project together alongside an adaptive strategy. One way forward is building interdisciplinary projects, where several forms of knowledge (scientific, economic, social) are processed, compared, and integrated in order to provide a holistic context within which decisions may be informed and negotiated.
5. Conclusions

- Interoperability (A) is the most important quality for improving accessibility to data, and this can be achieved through standardized protocols, data harmonization, and a sharing culture.
- Scalability (B) is the most important quality for improving the ability to process data, and this can be achieved through grid computing.
- Openness (C) is the most important quality for improving the ability to convey results, and this can be achieved through APIs.
- Collaboration (D) is the most important quality for improving discussion among and between the public, scientists, and decision-makers.

Building information systems that lower all barriers by combining the proposed solutions will set a new standard for supporting sustainable development from evidence brought by physical geography and Earth observation, combined with socioeconomic conditions.
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