Rebound Effect or Induced Demand? Analyzing the Compound Dual Effects on VMT in the U.S.
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Abstract: This research explored the dual influence of fuel efficiency and roadway capacity on vehicle distance traveled. The empirical study was conducted by applying a generalized least square (GLS) analysis to the U.S. state-level panel data of fuel efficiency, roadway lane-miles, and vehicle miles traveled (VMT) for over three decades (1980–2010). The analysis confirmed the co-existence of rebound effect and induced demand on driving distances over the decades—improved fuel efficiency and expanded roadway capacity caused additional vehicle distance traveled, partially offsetting the benefits of the measures taken. Furthermore, the results showed that the magnitude of each effect would be unjustifiably overestimated if this dual influence was not taken into consideration.
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1. Introduction

The effort to improve personal mobility sometimes backfires with unexpected externalities that significantly undermine its initial benefit. One such well-known effect is a rebound effect, which occurs when enhanced fuel efficiency encourages more driving, offsetting the expected reduction in fuel consumption. One crucial concept defining rebound effect is travel cost. The enhanced fuel efficiency enables people to drive at lower unit cost, and thereby encourages people to drive more. In the end, the increased vehicle miles traveled (VMT) results in excess fuel consumption [1–5]. This effect has been consistently observed in various cases of improvement of energy or resource efficiency [6–8].

In previous research, the elasticity estimates—measured by the percentage change in fuel consumption in relation to the percentage change in unit-distance fuel cost—are within the range 5%–100% [1–19]. This rebound effect has been a dilemma for policy makers, as the expected environmental benefit turns out to be offset by increased VMT, and thus improvement in fuel efficiency could lead to environmentally harmful outcomes. However, this rebound effect may have been overestimated if it was measured separately without considering other potential causal mechanisms also influencing VMT. The most notable such effect is induced demand, which is generated when the expanded roadway capacity diminishes travel time, and in turn generates extra traffic by inducing people to travel more or by encouraging transit users to drive. This increased traffic results in excessive congestion beyond the level-of-service estimated at the planning stage of the road infrastructure expansion [20–25]. The elasticity of this effect—measured by the ratio of percentage change in vehicle distance traveled to the percentage change in roadway lane-miles—is reported to be statistically significant, although its magnitude varies across studies [11,12,23,26].
Both effects share many similarities. They work against travelers’ willingness to save fuel cost or travel distance, and occur continuously over decades. As both fuel efficiency and roadway infrastructure capacity have trends that only increase, there is a possibility of overestimation if these are measured separately, and therefore the magnitudes of these effects may need to be estimated together. In most previous studies, however, they were analyzed separately [1–5,9,10,13–16,27,28]. Previous research was mostly done by analyzing longitudinal data at the regional (e.g., county and state) level, and by using statistical models such as time-series analysis, path analysis, and simultaneous equation models.

More recently, researchers began to conduct studies analyzing both effects together to determine their concurrent effects over the same period. Hymel et al. [11] measured both effects using U.S. state-level cross-sectional time series data (1996–2004), although a separate model was used to estimate each. As a statistical method, a three-stage least-square (3SLS) model was utilized. However, the second-order autocorrelation could not be considered using the 3SLS model; therefore, Su [12] used the lagged values of VMT for the analysis of the data collected from 2001 to 2008. Compared with the outcome of previous studies [11,12,20,23–26] that used the lag term to measure lagged effect, however, the eight-year window of time may not be long enough to observe the effects of change in fuel efficiency and road infrastructure expansion, as it usually takes decades rather than years for the effects to be realized [21,24,25]. For more accurate and comprehensive analysis, a study needs to be done with data covering a significantly longer period. A modeling approach similar to that used by Su [12] was adopted for the present study, but the analysis covered a period nearly four times longer (31 years). Unlike the previous study, the present paper reports results based on real fuel efficiency data, instead of target values set by CAFE (Corporate Average Fuel Economy).

The goal of the present study involved two objectives. The first objective was to compare explanations of both rebound effect and induced demand based on economic theories. In Section 2, the two effects are explained as a function of travel time and cost, using the concept of individual utility and trip-making behavior. This section will help compare and understand the models used to estimate both effects in the following section. The second objective was to empirically analyze both effects for an extended period and to create a combined model based on it. The elasticities of the two effects are compared using a separated model and a combined model. For this purpose, data covering more than three decades (1980–2010) were collected from 50 U.S. States and the District of Columbia. Section 3 presents the analysis method. To avoid auto-correlation and heteroscedasticity issues (which are often associated with panel data), a generalized least square (GLS) model was used for the present research. Section 4 presents discussion based on the analysis results and in relation to the implications of these results for future policy.

2. Materials and Methods

2.1. Economic Definitions of Rebound Effect (RE) and Induced Demand (ID)

The common key concept defining both effects is directly related to the travel cost; therefore, the mechanisms of the two effects should be effectively explained by economic theory. An individual makes vehicle trips while consuming two major inputs: fuel and time. Hence, in previous studies [20,26,29–33], it was proposed that the distance traveled by an individual (i.e., travel amount) could be expressed by the Cobb–Douglas function of fuel and time as shown in Equation (1).

\[ D (F, T) = \alpha \times F^\beta \times T^\gamma \]  

where, \( D (F, T) \) is a distance traveled by vehicles; \( F \) is a fuel amount; \( T \) is a travel time; and \( \alpha, \beta, \) and \( \gamma \) are coefficients for the corresponding variables.

Figure 1 illustrates the function with a contour line connecting the set of points at which the same level of driving distance is traveled, while changing the quantities of fuels and times. The curve is presented in convex shape to show that travelers tend to reduce travel time by driving at high speed,
thus consuming more fuel. Thus, identical cost for different combinations of fuel and time can be represented as a dotted line on the same graph, the slope of which is the ratio of fuel price, \( P_F \), to the value of time, \( P_P / P_T \).

Figure 1. Time, Energy, Travel Distance, Cost line, and Equilibrium.

The level of fuel and time consumption is determined where the cost line is tangential to the curve, \( D(F, T) \), as individual travelers make input choices to minimize the cost for a driving distance. This equilibrium point moves as changes occur in trip-making process, \( D(F, T) \), or prices, \( P_F \) or \( P_T \).

2.1.1. Rebound Effect: Individual Behavior When Fuel Efficiency Improves

When fuel efficiency improves, people can drive the same distance \( D_0 \) with less fuel consumption. If the fuel savings is \( x \), the curve \( D_1(F, T) = D_0 \) is shifted by the amount of \( x \) as shown in Figure 2, and the shifted function is as follows: \( D_2(F, T) = D_1(F - x, T) = D_0 \). As a result, the equilibrium point moves from point A to B. This means that fuel cost per unit travel distance diminishes. Hence, individual travelers now perceive the current value of time per distance to be relatively expensive, and therefore are willing to substitute time for fuel (i.e., spend more fuel to save time), shifting the curve to \( D_3(F, T) = D_0 \). Because vehicles consume more fuel to increase speed by an equal amount in a high-speed range than in a low-speed range [34,35], the amount of shift is greater when fuel consumption is small. This sequence explains the rebound effect (RE) in the short run, with which energy use increases and travel time decreases more than the level expected for the same travel distance. The short-run RE is measured by the horizontal distance between points B and C.

Figure 2. Short- and long-run rebound effects change of time and energy usage in relation to travel distance.
The efficiency improvement eventually reduces overall driving cost by encouraging people to drive more frequently and longer [36–38] or by making a modal shift from public transit [39–41]. This process takes place for an extended time, shifting the curve further outward, $D_4(F, T) > D_0$, and resulting in the long-run RE [42,43]. This long-run RE is expedited, as the reduction in driving cost increases purchasing power [3] and enables people to invest in more fuel-efficient vehicles.

2.1.2. Induced Demand: Individual Behavior When the Road Capacity Increases

Roadway expansion to increase capacity reduces travel time by relieving traffic congestion, and thereby triggers a process similar to the one caused by RE, but working in an opposite direction. Suppose that the amount of travel time saved by the newly added road capacity is $y$. Then, the function of distance traveled shifts to $D_3(F, T) = D_1(F, T - y) = D_0$, and the equilibrium point moves from point A to G (Figure 3). Consequently, an individual traveler perceives the value of travel time per distance to be relatively less expensive compared to the fuel price. This encourages substitution of fuel for time (i.e., spend more time to save fuel), further shifting the curve to $D_6(F, T) = D_0$, and encourages changing the travel route to take advantage of the road with newly added capacity. This process induces more travel demand for the roadway network than expected at the planning stage. However, this induced demand (ID) crowds the roadway, and therefore a trip for the same travel distance requires more time and fuel, shifting $D_6(F, T)$ to $D_7(F, T) = D_0$. This phenomenon is the ID in the short run, with which travel time increases and energy use decreases more than the level expected for the same travel distance. Along with route changes and modal shifts, it is also reported that roadway expansion changes land use patterns, attracting more residents to live along the expanded highway [26]. This is the crux of the transport-related impact of urban sprawl or suburbanization, a well-known phenomenon in urban planning which is most commonly observed in the fast-growing U.S. metropolitan areas. As a result, people tend to move out further along the new or expanded highways, drive longer distances, and make more trips. This increased travel often induces congestion and results in travel delays. This long-run ID further shifts the curve outward to $D_8(F, T) > D_0$.

\[
\begin{align*}
D_1 &= D_0 \\
D_3 &= D_0
\end{align*}
\]

Figure 3. Short- and long-run induced demand (ID) effects: change of time and energy usage in relation to travel distance.

2.2. Data Description

To evaluate the dual influences of changes in fuel efficiency and roadway capacity on travel distance, this study used unbalanced panel (cross-sectional time-series) data from 50 states and one district in the U.S. covering 31 years (1980–2010). Vehicle-miles traveled (VMT) data for each state were collected as an outcome variable. Fuel efficiency was estimated by dividing statewide fuel consumption by VMT, which is the procedure used by the EIA (U.S. Energy Information Administration). Roadway lane-miles were used to represent roadway capacity, as in previous research [44–48]. Table 1 shows the description of all the data collected for the research, including those to be tested as possible influential factors, such as gross domestic product (GDP), energy price, and the like.
factors, such as gross domestic product (GDP), energy price, per capita income, population, and the number of registered vehicles. The data was collected for each of 51 states (including the District of Columbia) every year from 1980 to 2010 (31 years). Therefore, the mean and standard deviation of each variable in Table 1 are calculated based on the 1581 samples extracted from the 51 panels during the 31 years.

Table 1. Characteristics of the variables used in this study.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
<th>Unit</th>
<th>Mean</th>
<th>STD</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent Variables</td>
<td>VMT</td>
<td>Statewide Total Distance Traveled by Vehicles</td>
<td>10^9 Vehicle-miles</td>
<td>46.74</td>
<td>50.39</td>
</tr>
<tr>
<td></td>
<td>Lane-Miles</td>
<td>Roadway Lane-Miles that Approximately Measure Roadway Capacity</td>
<td>10^4 Lane-miles</td>
<td>16.06</td>
<td>10.90</td>
</tr>
<tr>
<td></td>
<td>Fuel Efficiency</td>
<td>Vehicle Mile Traveled per Fuel Consumption</td>
<td>Mile/gallon</td>
<td>15.58</td>
<td>2.11</td>
</tr>
<tr>
<td></td>
<td>GDP</td>
<td>Gross Domestic Product by State (converted to 10^10$ of year 2011 value)</td>
<td>10^10 $</td>
<td>15.69</td>
<td>21.81</td>
</tr>
<tr>
<td></td>
<td>Energy Price</td>
<td>The Price of Motor Gasoline Petroleum</td>
<td>Dollars/10^6 Btu.</td>
<td>11.81</td>
<td>4.98</td>
</tr>
<tr>
<td></td>
<td>Per Capita Income</td>
<td>Per Capita Personal Income by State</td>
<td>10^3 $</td>
<td>23.75</td>
<td>9.97</td>
</tr>
<tr>
<td></td>
<td>Population</td>
<td>Number of Residents in State</td>
<td>10^6 People</td>
<td>52.30</td>
<td>58.01</td>
</tr>
<tr>
<td></td>
<td>Number of Vehicles</td>
<td>Motor-Vehicles Registered by State</td>
<td>10^8 Vehicles</td>
<td>41.03</td>
<td>45.09</td>
</tr>
</tbody>
</table>

Note: 1 Excluded due to the multicollinearity issue. GDP: gross domestic product; IEA: International Energy Agency; VMT: vehicle miles traveled.

Pearson correlation coefficients were evaluated for a possible correlation among the variables. The test results showed that per capita income and population are highly correlated with GDP, and that the number of vehicles is correlated with VMT. To avoid multicollinearity among variables, per capita income, population, and the number of vehicles were excluded from the estimations by models.

Panel data commonly have two potential issues that violate the assumptions on error terms of ordinary least squares (OLS). First, the data collected from the same state are auto-correlated over time, so the estimated coefficients often over-represent the relationship between independent and outcome variables (i.e., auto-correlation). Second, the variances of the data across states are unequal (i.e., heteroscedasticity). To examine auto-correlation and heteroscedasticity, we performed two widely-used statistical tests: Durbin–Watson and White heteroscedasticity, respectively (see more details in Greene [31]). The test results indicate that the data from 45 states (out of 51 states and district) are auto-correlated at the 5% significance level, and that variances for different states are unequal at the 5% significance level.

3. Results

Generalized Least Square was chosen to avoid the possible auto-correlation and heteroscedasticity issues often associated with panel data [31].

\[ Y = XB + \epsilon \]
Those factors of the equation are vectors: for n subjects, the Y is n x 1 matrix of dependent variable, X is n x k matrix of k independent variables, is n x 1 matrix of coefficients, and ε is n x 1 matrix of error terms. In OLS, the coefficient matrix is estimated by \( B_{OLS} = (X'X)^{-1}X'Y \). In GLS, the B can be estimated by relaxing the assumption that ε has equal variance, \( E[ε_{it}X] = σ²I \), where I is the identity matrix. Thus, \( B_{GLS} = (XΩ^{-1}X)^{-1}XΩ^{-1}Y \), where Ω is a disturbance term and \( E[ε_{it}X] = σ²Ω \), so that the autocorrelation and unequal variances can be reflected by applying proper Ω.

Because our data have m panels with t time steps each, we generalized [53] the error term as \( \varepsilon_\text{m} = \varepsilon_i \cdot ρ^t \cdot \varepsilon_u \). Because our data have m panels with t time steps each, we generalized [53] the error term as

\[
E[\varepsilon_{it}X] = σ²Ω = \sum_{i=1}^{m} Π_{i×t}
\]

where \( Σ_{m×m} = \begin{bmatrix}
σ_1^2 & 0 & \cdots & 0 \\
0 & σ_2^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & σ_m^2
\end{bmatrix} \), \( Π_{i×t} = \begin{bmatrix}
1 & ρ & ρ^2 & \cdots & ρ^{t-1} \\
ρ & 1 & ρ & \cdots & ρ^{t-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
ρ^{t-1} & ρ^{t-2} & ρ^{t-3} & \cdots & 1
\end{bmatrix} \),

\[
σ_i^2 = \frac{σ_u^2}{1-ρ^t},
\]

where ρ is an autocorrelation coefficient, i is the panel identification from “1” to m, and u is the error of the autocorrelation equation. To examine the dual influences of energy efficiency (RE) and road lane-miles (ID) on travel distance, three regression equations were formulated to express VMT as a function of energy efficiency, lane miles, or both, in a logarithm format. Lagged variables were also tested, because the effects of changes in energy efficiency and lane miles often take a significant amount of time to be realized [26]. GDP and energy price were added as control variables.

- Model 1 (RE effect only): \( \ln(VMT_i) = α_1 \ln(EF_i) + α_2 \ln(EF_{i-1}) + α_3 \ln(GDP_i) + α_4 \ln(EF_i) + ε_a \)
- Model 2 (Induced demand only): \( \ln(VMT_i) = β_1 \ln(LM_i) + β_2 \ln(LM_{i-1}) + β_3 \ln(LM_{i-2}) + β_4 \ln(LM_{i-3}) + β_5 \ln(GDP_i) + β_6 \ln(EF_i) + ε_b \).
- Model 3 (Dual effects—RE and ID): \( \ln(VMT_i) = γ_1 \ln(EF_i) + γ_2 \ln(EF_{i-1}) + γ_3 \ln(LM_i) + γ_4 \ln(LM_{i-1}) + γ_5 \ln(LM_{i-2}) + γ_6 \ln(LM_{i-3}) + γ_7 \ln(GDP_i) + γ_8 \ln(EF_i) + ε_γ \).

The coefficients estimated using the three models are presented in Table 2. Since Model 1 includes energy efficiency only, the estimated coefficients corresponding to energy efficiency, \( α_1 \) and \( α_2 \), represent the effect of change in energy efficiency on VMT, without reflecting the effect of change in lane miles. The sign of \( α_1 \) shows that energy efficiency is positively correlated to VMT, and based on its coefficient, it is inferred that 69.9% change in VMT is expected for each 1% change in energy efficiency. This effect is expected to diminish for the lagged year, as the estimated coefficient for the lagged year variable \( α_2 \) is only 0.119. This indicates that the effect from a change in energy efficiency is nearly instant, rather than delayed.

<table>
<thead>
<tr>
<th>Variables/Model</th>
<th>Dependent Variable Is Log of Total VMT</th>
<th>Model 1 (Only RE)</th>
<th>Model 2 (Only ID)</th>
<th>Model 3 (RE &amp; ID)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Efficiency</td>
<td>0.6989 (0.000)</td>
<td>-</td>
<td>0.4594 (0.000)</td>
<td></td>
</tr>
<tr>
<td>Energy Efficiency (1 year lag)</td>
<td>0.1191 (0.000)</td>
<td>-</td>
<td>0.5056 (0.000)</td>
<td></td>
</tr>
<tr>
<td>Lane-Miles</td>
<td>-</td>
<td>0.2832 (0.000)</td>
<td>0.1535 (0.000)</td>
<td></td>
</tr>
<tr>
<td>Lane-Miles (1 year lag)</td>
<td>-</td>
<td>0.2071 (0.000)</td>
<td>0.1198 (0.001)</td>
<td></td>
</tr>
<tr>
<td>Lane-Miles (2 year lag)</td>
<td>-</td>
<td>0.1886 (0.000)</td>
<td>0.0874 (0.011)</td>
<td></td>
</tr>
<tr>
<td>Lane-Miles (3 year lag)</td>
<td>-</td>
<td>0.1584 (0.000)</td>
<td>0.0866 (0.006)</td>
<td></td>
</tr>
<tr>
<td>GDP</td>
<td>0.6827 (0.000)</td>
<td>0.5781 (0.000)</td>
<td>0.5421 (0.000)</td>
<td></td>
</tr>
<tr>
<td>Energy Price</td>
<td>-0.0922 (0.000)</td>
<td>-0.0190 (0.002)</td>
<td>-0.0891 (0.000)</td>
<td></td>
</tr>
</tbody>
</table>

Note that the numbers in parentheses are p-values. Previous studies that separately estimated the elasticities of rebound effect and induced demand have reported widely-varying outcomes: 5%–100% elasticity for rebound effect [1–19] and 10%–60% for induced demand [20–26,28]. These values are relatively high compared with the estimations made by this study: 45.9% elasticity for rebound effect and 15.6% elasticity for induced demand. However, it is difficult to directly compare those results, mainly because they are conducted under different hypotheses, research designs, and data collecting methodologies.
Model 2 estimates the coefficient of change in lane-miles without considering energy efficiency. The estimated coefficient, $\beta_1$, is 0.2832, indicating that each 1% change in lane-miles is associated with a 0.2832% change in VMT. For Model 2, lagged variables were also tested to examine the possibility of delayed effects from the change in lane miles on VMT. Three short-term lagged-lane-mile variables enter the model at the statistically significant level. Models also use variables with four or more year-lagged effects for their estimations, but in such cases, the $p$-values are substantially lower. This is consistent with the previous findings that the use of two to four lagged-year variables improved the model performance [46]. Judging based on the magnitudes of the lagged-year coefficients ($\beta_2 > \beta_3 > \beta_4$), it can be inferred that the lagged effect on VMT gradually decreases from the second year to the fourth.

For Model 3, both RE and ID effects were tested. Two RE and four ID variables, along with GDP and energy price enter the model at the statistically significant level. The fitness of the model was measured using a pseudo R-square value [28,54,55]. The value was fairly high at 0.966 for Model 3. The coefficient of each variable is smaller for Model 3 than for the two other models. The elasticity of the energy efficiency of Model 1 $\alpha_1$ is 52.13% greater than Model 3 $\gamma_1$, and the elasticity of lane miles of Model 2 $\beta_1$, is 82.12% greater than Model 3 $\gamma_3$. This result confirms the research hypothesis that the effects of RE and ID could be overestimated if estimation is made separately. Because the estimated coefficients measure the percentage change in VMT with percent change in corresponding variables, we can also estimate the relative effects of RE and ID on the increase in VMT. In the U.S. over the last twelve years (1999–2010), average energy efficiency increased annually by 1.9% on average, and total lane-miles was extended by 3.8% on average, which in the forms of RE and ID, account for rises in VMT of 6.0% and 7.5%, respectively.

4. Discussion and Conclusions

Most past studies have separately dealt with either rebound effect or induced demand, although in reality they may be closely interconnected. Based on the U.S. data collected for the 31-year span (1980–2010), we analyzed the hitherto rarely explored joint impact of the two phenomena, and compare their relative influences on VMT at the macro level. When rebound effect and induced demand were evaluated separately using Models 1 and 2, the amounts of rebound effect and induced demand on VMT increase would be 9.1% and 10.7%, respectively. Meanwhile, the joint model (Model 3) reveals that rebound effect and induced demand account for 6.0% and 7.5% of the VMT increase during the time span, and proves that the impact of one of them can be easily overestimated if tested separately without considering the impact of the other.

For future transportation-energy policies, it is important to accurately measure the long-term social and environmental benefits of improvement in fuel efficiency. The world dependency on fossil fuels has been one of the most urgent issues to be tackled by our global civilization. In June 2015, G7 leaders announced a stunning and arguably ambitious green statement in which they agreed to phase out fossil fuels by 2100 [56]. Although controversy lingers over whether this zero fossil fuel target is achievable, it successfully sends a clear message that the direction of future energy policy involves two major objectives: renewable energy and fuel efficiency. Transportation energy policy is very important in the U.S., given that energy consumption for transportation is 28% of total U.S. energy use [57] and that transportation accounts for 32.9% of CO$_2$ emission in the U.S. (International Energy Agency (IEA), 2014). The situation is even worse when it comes to petroleum use, as transportation is responsible for 67% of the total petroleum consumption in the U.S. [57].

In this context, future improvements in fuel efficiency should be critical, not only for individual travelers, but also for society as a whole. Even so, the related social benefit expected has been questioned by the claim that a significant amount of energy saving is offset by a rebound effect. However, the findings of the present study suggest that the impact of induced demand on VMT is similar to that of the rebound effect, perhaps even slightly higher for the last decade; therefore, the
magnitude of the environmentally negative rebound effect may have been overestimated. If true, the social benefit expected from improved fuel efficiency has been unjustifiably discounted.

To verify the findings of this research, studies need to be conducted with more control variables and finer measurement units. With various income variables such as discretionary and real income, for example, a household-level micro-analysis may deepen the understanding of this complicated dual effect. It would also be great to have a new research design and statistical tool that could be more effective for measuring the relative influence of each determinant. With this, we could tell what percentage of the increase in VMT is caused by rebound effect alone, excluding the influence of induced demand or other interferential factors. Another drawback of this study is its inability to consider the speed factor for measuring rebound effects. As proven by Galvin (2016), increased speed and acceleration—the expected change in driving behavior resulting from increased energy efficiency—need to be considered when calculating the rebound effect—especially tested on VMT [58]. With a macro research design, however, our study has a limitation to accurately measure drivers’ behavioral change solely caused by increased fuel efficiency. Drivers in heavily urbanized areas cannot often speed up at their will, mainly due to traffic congestion, which has been increased in the U.S. for various reasons. To fully take the speed rebound effect into consideration, future research may need to explore the possibility of utilizing a mixed method by adding micro simulation approaches similar to the one adopted by Galvin (2016).
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