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Abstract: The core of the digital transition is the representation of all kinds of real-world entities and
processes and an increasing number of cognitive processes by digital information and algorithms
on computers. These allow for seemingly unlimited storage, operation, retrieval, and transmission
capacities that make digital tools economically available for all domains of society and empower
human action, particularly combined with real-world interfaces such as displays, robots, sensors,
3D printers, etc. Digital technologies are general-purpose technologies providing unprecedented
potential benefits for sustainability. However, they will bring about a multitude of potential
unintended side effects, and this demands a transdisciplinary discussion on unwanted societal
changes as well as a shift in science from analog to digital modeling and structure. Although social
discourse has begun, the topical scope and regional coverage have been limited. Here, we report
on an expert roundtable on digital transition held in February 2017 in Tokyo, Japan. Drawing on a
variety of disciplinary backgrounds, our discussions highlight the importance of cultural contexts
and the need to bridge local and global conversations. Although Japanese experts did mention side
effects, their focus was on how to ensure that AI and robots could coexist with humans. Such a
perspective is not well appreciated everywhere outside Japan. Stakeholder dialogues have already
begun in Japan, but greater efforts are needed to engage a broader collection of experts in addition to
stakeholders to broaden the social debate.

Keywords: artificial intelligence; robotics; big data; risk governance; unintended side effects;
public engagement

1. Introduction and Motivations for the Roundtable

Digital transition is all the rage, and the trend is accelerating. Even in the last few years, we have
seen significant developments. Computers have surpassed human capabilities to recognize images.
The world’s Go champion was defeated by an artificial intelligence program developed by Google
DeepMind. The auto industry is now fixated on producing self-driving cars. Drones are increasingly
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used for shooting videos, and robots are being used not only for manufacturing automation but
also in customer service for phone calls. This trend, conspicuous in developed countries, is also
occurring in developing economies as smartphones have become ubiquitous worldwide. Recognizing
the potential fruits of digital transition, governments across the globe are implementing policies to
promote innovation, with Germany’s Industrie 4.0 being perhaps the most prominent (see Appendix A
for discussions on key terms such as digital transition and digital technologies).

Japan is no exception. The Council on Science, Technology, and Innovation, a cabinet-level
decision-making body on science policy issues, crafted the Fifth Basic Plan for Science [1], which was
subsequently adopted by the Cabinet of the Government of Japan in January 2017. The plan
coined the term “Society 5.0” to emphasize the expected widespread diffusion of various smart
technologies (information and communication technologies) and their associated socioeconomic
gains. (The term Society 5.0 implies that, after the digital transition, we will see a fifth stage
of social development. The previous stages are the hunter–gatherer society, agricultural society,
industrial society, and information society [1] (p. 13).) The plan laid out a basic policy designed to
accelerate innovation and capture the economic benefits, and private industry too is investing heavily
in technology.

As with any engineering domain, the new suite of technologies has various sustainability, legal,
social, and political implications. Researchers, thought leaders, and governments across the globe are
paying increasing attention to both positive and negative aspects of the technologies [2–7], and some
have begun formulating principles to guide the development of technologies [8–11].

In Japan too, experts (both within and outside the government) and stakeholders have begun
discussing issues associated with the digital transition (Table 1). For instance, in February 2017,
the Japanese Society for Artificial Intelligence (JSAI) formally adopted the ethical principles [12]
developed by its Ethics Committee (AE, the third author, is a member of the committee) [13]. JSAI is
now in collaboration with the IEEJ Global Initiative and the Future of Life Initiative to further extend
societal debate [14]. An expert committee at the Ministry of Internal Affairs and Communications
(MIC) developed guidelines for research on a network system of AI after international consultation
(AE and HS, the sixth author, were committee members) [11]. See also a review of such policy-relevant
documents (in the domain of artificial intelligence) [15].

Table 1. Initiatives on societal implications of digital transition in Japan. Many of them treat AI as a
central issue but inevitably touch on robotics, big data, etc. The list is not exhaustive.

Reports and Activities Description

Report by an expert committee under the Cabinet
Office (2017) [16]

Reported on benefits and risks of existing and near-term
technologies, based on stakeholder dialogues

Report by an expert committee under the Ministry
of Internal Affairs and Communication (2017) [11]

Discussed issues on a network of AI systems and
developed guidelines for AI research

Japanese Society for Artificial Intelligence,
Ethics Committee

Adopted ethical guidelines for AI research [12] in
February 2017, developed after extensive
public discussions

Acceptable Intelligence with Responsibility [17]
A voluntary group of scientists from various disciplines
who discuss the institutional and ethical issues related to
the AI age

These initiatives are laudable, but they suffer from two limitations: (1) the issues discussed have
been relatively narrow, excluding potentially important areas; and (2) attempts thus far have been led
by experts, mostly in Western societies, despite the aforementioned Japanese initiatives. These two
issues are interconnected.

First, the side effects of the digital transition will not be contained in a small number of social
domains since digital technologies are general-purpose technologies, necessitating interdisciplinary
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research and transdisciplinary discourse. In fact, this is one of the essential points raised by the
Society 5.0 concept, as mentioned above. However, relatively few issues such as potential AI-induced
unemployment, compromised privacy, and super-intelligent machines overtaking the world have
received disproportionate levels of interest (see, e.g., [18]). The role of digital technologies has rarely
been discussed in the context of the sustainable development goals (SDGs) of the United Nations.
For instance, SDG8 (promoting productive and decent work for all) could come under significant
pressure if AI and robots begin replacing many manufacturing and service-sector jobs. There are a
few exceptions, such as a study on ASEAN [19], but the treatment is often limited. A governmental
report refers to SDGs only briefly in a footnote [11]. Another issue is the interaction between digital
technologies and other technology domains. Combining digital technology with nanotechnology
and biotechnology could have significant impacts on the world’s biosphere or on human genetics.
These are only a few examples, but they highlight the need for greater attention to this topic.

Second, a number of initiatives have been started, but they have been led mostly by experts
and have originated predominantly from Western societies, a point already acknowledged by an
IEEE report [9]. Voices from non-Western societies and developing economies are notably absent,
for example, in the previously mentioned debate on AI-induced unemployment. In both sustainability
science and science and technology studies, there has recently been a strong emphasis on engagement
with the lay public and stakeholders. In particular, scholars have been calling for “responsible
innovation” [20,21], but because of the rapid pace of digital transition, more work is needed on this
front. For instance, a policy paper on responsible innovation by the European Commission in 2013
does not include a single word about artificial intelligence [22]. A prior report does mention artificial
intelligence but only twice, and it does not place a priority on this aspect at all [23].

Clearly, emerging technologies must be viewed in conjunction with their social, cultural,
and economic contexts. What kinds of implications does digital transition have for a country such as
Japan, a high-income democracy situated in East Asia? Japan is unique when it comes to AI and robots;
traditionally, the nation has been at the cutting edge of cultures that fuse technology with various
objects and traditions. Examples include AIBO, a robotic pet dog developed by Sony (Tokyo, Japan);
Akihabara, an electronic town; and a host of animated characters including Doraemon (a robotic cat
from the 22nd century). There are even hotels with robot receptionists [24].

Obviously, digital technology could give a great boost to the achievement of several sustainable
development goals. For example, ride-sharing and autonomous vehicles could enable a substantial
reduction in emissions of greenhouse gases, thereby decreasing the cost of climate change mitigation.
Nevertheless, we argue that unintended side effects have not been thoroughly explored yet, and we
focus on side effects in this article.

Against this background, we convened a workshop on 19 February 2017 at the University of Tokyo
to discuss unintended side effects of digital transition. The workshop started from the hypothesis
that—compared to digital technology development—previous studies have been restricted to a small
set of unintended side effects (unsee(ns)) that have the potential to endanger systems and structures
that are conceived as valuable and that contribute to the resilience of sociotechnological systems.

The participants of the roundtable were asked to present several thought-provoking ideas that
could result in propositions on major statements and concerns that could help direct research and
research funding on sustainable digital environments. Thus, the identification of major overarching
changes, impacts, and concerns has been the starting point. In addition, the roundtable was designed
to help answer the following questions:

1. What are the major present or future unintended side effects that call for specific attention
and understanding?

2. How might interdisciplinary collaborations across different disciplines contribute to solving the
problems caused by unintended side effects?
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3. What partnerships of industry, business, government, non-governmental organizations (NGOs),
or the public at large would be interested in co-designing transdisciplinary processes in which
science and practice work together to learn about the sustainable use of digital technologies?

In this paper, we—all the participants of the roundtable—summarize the discussions and
exchanges during and after the roundtable, identifying possible research agendas on digital transition
in the context of Japan. Section 2 describes the procedure of the roundtable. Section 3 presents
the phenomena associated with digital transition we identified. Section 4 discusses the unintended
side effects of such social changes. Discussions on the results and the way forward are presented in
Section 5.

2. Procedure

Definitions of the presented key concepts such as sustainability and transdisciplinarity were
communicated in a workbook before the expert roundtable. Although there are multiple definitions
of sustainability and related concepts such as sustainable development [25], they share several
essential elements. In this article, we apply the definition developed by a study that included
21 leaders of the Alliance for Global Sustainability projects of Chalmers University, ETH Zurich,
MIT, and the University of Tokyo on technology innovation [26]. Sustainable development is seen as
an (i) ongoing inquiry on (ii) system-limit management in the frame of (iii) inter- and intragenerational
justice [27]. We argue that the impacts of change can be assessed using the Sustainable Development
Goals [28]; however, the roundtable focuses on science-based resilience assessment (see Figure 1).
By transdisciplinarity, we refer to the integration of knowledge science and practice in projects that are
(ideally) co-led by a legitimized decision maker and a scientist [29,30].
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Each participant was asked to elaborate and circulate his/her inputs before the roundtable
and to present the key ideas and propositions on a few slides. All verbal communication during
the presentation and the discussion was transcribed. All slides and the transcriptions of the
presentations and discussions were carefully analyzed by RS (last author) and MS (first author).
The resulting structured summary was sent to all participants for corrections, revisions, and additions.
We distinguished between: (i) changes in digital transitioning; and (ii) concerns, unintended side
effects, and needed human actions. A first list of identified issues has been sent to the participants for
corrections and additions.

Following the expert roundtable, in a Delphi-like procedure, each participant was asked to
formulate three propositions on digital transition based on the roundtable discussions, and comment
on them in up to 150 words. These propositions are presented in Appendix B and served as input
for an European and a planned North American expert roundtable. Several of the propositions are
presented in the discussion.
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3. Phenomena: Toward an Understanding of the Relationship between Digital Technologies and
Social Systems

In our first step, we present the changes that have been addressed in the seven presentations.
All talks addressed the society–technology relationship, which is presented in the two boxes in the
middle of Figure 2. (Note that Figure 2 is mostly based on presentations and discussions during
the roundtable, and less so on the propositions in Appendix B. Wherever applicable, we refer to
Appendix B.)Sustainability 2017, 9, 2193  5 of 20 
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All contributions discussed fundamental changes and the globalization of system structures (see
Globalized networking at the top of Figure 2). These refer to the networking of data and communication,
business and economics, terrorism and migration (see Figure 2). Computers and sensors are increasingly
ubiquitous and accompanied by the increasing indirectness of human communication with the
environment, which we call digital vaulting or a digital curtain. This indicates that the individual and
other human systems are becoming engulfed by digitalized information and communication media.

On a macro, phenomenological level, the automatization of industrial productivity is subject to
increasing efficiency, speed, and accuracy. These are enabled by artificial-intelligence-based machines
and computers that can perform certain tasks better, such as playing board games [31] and voice [32]
and image recognition [33].

The greatest progress in technology in recent years has been achieved in AI. The performance
of the connectionist neural network approach attained a new level by “deep learning” [34], which is
characterized by multilevel representation, economic correction/rectifying algorithms, and the
encoding of large networks. Machine language processing and image understanding have improved
fundamentally with many commercial applications in conversational AI and decision support.
These innovations are based on the tremendous growth of computational capacity, in accordance
with Moore’s law [35], and the speed of retrieval, processing, and communication of big data [36].

If we look at fundamental innovation in regard to socioeconomic structures, the cultural and
media imperialism of globalized radio and TV starting in the 1960s from continental and language
clusters was later supplemented by global social media [37]. However, there are also new dimensions
and types of human–machine interactions. For instance, an AI algorithm has taken a seat on a Hong
Kong company’s board [38], and a French woman has designed a 3D printed robot that she wants to
marry because she is sexually attracted to it [39]. Thus, both communication among humans and the
interaction between machines and human systems are in a state of rapid change.

For most of the Japanese participants of the roundtable since its origin, AI and digital
technologies have had a strong physical, electronic engineering background and—as basic concepts
of cybernetics—roots in biology and technology. The presentation of the (European) initiator of the
roundtable revealed that DNA, as the basis of genetics, is deeply rooted in digital (quaternary)
numbers and is a genuine digital construct. There is a significant ongoing progress in genetic
engineering and biosynthetics, which is poised to open the door to a new stage of evolution.
Biocomputing could overcome some of the obstacles to further advance of conventional computing,
including storage [40]. These developments have the potential to raise new questions in many domains,
which we illuminate below.

The Japanese–Asian culture seems to be more open to the robotic vision in which certain
services that have been traditionally provided by humans (servants, in particular) are replaced my
AI-driven machines. This openness allows for exploring new types of human–environment interactions.
Examples such as the Henn-na Hotel (robot hotel) [24] may be considered real-world laboratories
or transdisciplinarity labs [41] in which people from science and practice experience, understand,
conceptualize, and appraise new settings of human life. A major problem related to the development of
an integrative view on the new relationships of social systems and human systems to science systems in
this context is that only a small portion of funding for scientific research is targeted for the social sciences.

4. Unintended Side Effects and Concerns Related to Sustainability

Next, we describe potential unintended side effects of digital transition discussed in the roundtable
and in the propositions in Appendix B. A key statement of the roundtable has been that we
have to redefine humanity in light of real-time, augmented, digitally vaulted, globally networked,
and communicating humans by digital media and a new type of humanization of machines (see Figure 3).
(Note that Figure 3 is mostly based on presentations and discussions during the roundtable, and less
so on the propositions in Appendix B. Wherever applicable, we refer to Appendix B, which is an
important data source.) This will be related to new dependencies of individuals, groups, economic
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and governmental actors, and countries on those who provide and offer global Internet services that
are under limited national control. Redefining humanity relates to new moral, ethical, and legal
rules about owning, operating, or being concerned about the new relations that may emerge with
intelligent machines.
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Naturally, the use of AI, which induces (evolutionary) new relations of human and machine interaction,
is a major issue that calls for reflection. At the Acceptable Intelligence with Responsibility Study Group
(AIR), a group of young researchers revealed that Japanese stakeholder groups (such as policy makers,
the public at large, the ICT community, and social science and humanity researchers) show highly
significant differences in regard to how intelligent machines should and might be used in child nursing,
elder, health care, disaster prevention, military activities, and transportation [42]. The concerns about
new dimensions of human and machine interactions on the level of the individual refer to moral,
ethical, and emotional dimensions such as those having to a wife or spouse, the gender of computers,
and the idea that computers might one day take care of young children and older people (see Figure 3).

The discussion suggested that the concerns with respect to Internet oligarchy or digital
feudalism [43] (i.e., the phenomenon that private companies take control of a semipublic space of
personal communication) are of a different nature and call for rethinking about law, responsibility,
accountability (e.g., who is responsible for error-based impacts), and controllability (see also propositions
of HD and AE in Appendix B). In these contexts, critical questions have also emerged in regard to what
type of Internet-based digital culture is supporting or harming democracy (including consumer rights).
In general, this is subsumed by the power and responsibility subheading in Figure 3.

Risk can be defined as an evaluation of the loss function of an activity, e.g., the use of
digital technologies. Thus, risk is always related to a specific use. To better understand digital
risks, the distinction between safety, which is generally an unintended physical issue (and thus
more related to machines) and security, which focuses on threats by malintended actors, has been
suggested. Concerns related to the technology perspective (see Figure 3) are related to many issues,
including cyberwar by state actors, cyberattacks, terrorism by malware, and hacking by state and
non-state actors, and are based on human factors that are difficult to control. However, the digital
layer of technology dramatically increases the interconnectedness of risks as power systems (see HS’s
proposition, Appendix B); emergency systems (including health care); production, trade, and financial
systems; administration and governmental systems; mobility systems; and defense and military
systems are highly interwoven on a real-time level. Digital-technology security management is more
related to endogenous factors of the “dragon king type”, which are large or extreme in impacts and based
on internal, endogenous (nonlinear, self-reinforcing, etc.) properties and dynamics [44]. By contrast,
safety management is of a “black swan type” [45], i.e., it is an improbable, outlier-like, unexpected
phenomenon that is difficult if not impossible to predict. It should be noted that here, only a few
aspects of socioeconomic changes, such as AI-induced unemployment [46], have been touched upon.

The biotechnological and genetic engineering side (Figure 3) of the Digital Revolution poses
fundamental questions about human identity, human–environment interactions, new forms of human
power by intellectual properties of genetic codes, and many other questions, including what constitutes
a (natural) living being (see RS’s proposition, Appendix B), which we discuss below.

From a human perspective, the mastery of digital genetic engineering has an environmental
perspective. When we look at the current large-scale manipulation of generic crops, the prospective
genetic manipulation of animals and microorganisms is planned to increase the resilience of food
production. However, directed evolution is also a potential means of causing vulnerabilities of
ecosystems, as the long-term, bottom-up, niche-based evolutionary stress test is overruled by the
large-scale spread of one mutated gene.

Moreover, from a human perspective, digital engineering is a two-sided coin. Our increasing
knowledge about the human gene allows for identifying genetic defects, but it is also a key for
breeding people for certain purposes. Here, from a historical perspective, the most elementary code of
heredity—and thus privacy—is going to become public. This calls for a revision of legal systems and a
redefinition of privacy. Likewise, biocomputers include cells whose information processing is based
not on (human-programmed) algorithmic structures but on the nature, history, and specificities of cells.
This certainly poses new questions about responsibility (e.g., if biocomputers cause unexpected severe
harm, see Proposition 1 of RS, Appendix B).



Sustainability 2017, 9, 2193 9 of 20

5. Discussion

Our expert roundtable produced a rich set of viewpoints on the possible unintended side effects
of the digital transition. Though some participants noted the importance of broadened engagement
of stakeholders and the general public, more time during the roundtable was spent on side effects
themselves. We therefore expand on this point in this section, connecting the identified unintended
side effects and the need for transdisciplinary engagement and societal conversations.

In fact, we believe that the results can serve as a useful launchpad for broadening research
discussions among various experts and societal conversations with the public and stakeholders.
In particular, our discussions highlight how a Japanese perspective could contribute to the global
debate, and how Japan should deal with societal debate on the digital transition within the country.

5.1. Japanese Perspectives in the Global Debate

Regarding the bridge between national and global debates, we have rediscovered that the cultural
context matters, even in an expert discussion. Previous studies have demonstrated cultural factors for
the variegated perceptions of emerging technologies (e.g., [47] for genetically modified food; [48] for
nanotechnology; [49] for geoengineering) as well as digital technologies, particularly for robots [50,51].
One study [52] showed how, even among experts, religious views have an effect on the developmental
pathways of robots and artificial intelligence in Japan and the United States, with the Japanese
demonstrating a preference for humanoid robots over other forms of artificial intelligence (without
a body).

Our expert roundtable confirms this general pattern. Compared to views expressed in North
America and Europe, the experts in this workshop merely noted and did not emphasize the risk of
technological singularity and artificial general intelligence that outcompetes humankind. This is,
in fact, true of the general discussion in Japan; such opinions, while not nonexistent, are rather rare
compared to the discussions in the US and Europe; this tendency of the debate in the West was noted
by [53]. EA included a proposition (see Appendix B) which even points at that Western values which
become a winner in the digital transition.

Although not emphasized in the course of the expert roundtable, a review of recent reports
published in Japan on AI and society indicates that there is a desire among experts to co-inhabit with
AI and robots. A governmental report [11] and the Japanese AI society’s ethical guidelines [12] stress
this point (see also the transcript of a public discussion on JSAI’s ethical guidelines [54]. It is not only
about the desires of experts but also shows up in the affinity of the lay public toward humanoids and,
for example, the innovative Henn-na Hotel (robot hotel), as mentioned above.

Notwithstanding unique perspectives on digital transition, such perspectives are not well
communicated to the outside world. Although there are a multitude of ongoing activities in
Japan, these seem to be detached from the global (or, more precisely, mostly Western) debate.
The Japanese Society of Artificial Intelligence is reaching out to international bodies bearing some
fruits. Still, more efforts are needed to bridge the discussions in Japan and those elsewhere.

In fact, there is already planned a global, online debate by the Future Society, the IEEE, the JSAI,
and bluenove, entitled “Governing the Rise of AI”, which is expected to run from September 2017
through February 2018. With JSAI as a partner, Japan will play a key role [55]. Moreover, in recent
years, Japan has taken part in many World Wide Views exercises [56]. These suggest that there is ample
room for further deliberation on the unintended side effects of the digital transition.

5.2. Broadening Domestic Conversations

Because of a wide range of possible unintended side effects of the digital transition, it is crucial
to broaden the societal debate on the issue in Japan and to involve experts from a more diverse
set of backgrounds as well as the lay public and stakeholders. The activities explained in Table 1
encompass a multitude of disciplinary backgrounds, but the discussions thus far have been limited,
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as mentioned above. Expanding interdisciplinary discussions and research is of great necessity,
for example, to explore the implications of the convergence of digital technology and biotechnology.
With regard to societal conversations, a survey [42] has included some members of the general public,
but it is only a start. Distinguishing not only between “haves” and “have nots” but also between
“wants” and “want nots” may be a specific question of interest here (see the propositions of AE in
Appendix B).

Admittedly, even at the global stage, there is not enough public engagement. Scientists have
begun applying concepts such as responsible innovation to issues like artificial intelligence and similar
topics only recently [57]. However, there is growing consensus on the need for public engagement
in emerging technological issues. A recent US opinion survey on gene editing demonstrated that,
in spite of differentiated attitudes, there exists a near-unanimous call for public engagement [58].
Concerning geoengineering, the experts [59] and the public [60] are in agreement about public
engagement as well. This is particularly crucial since the experts are keenly aware of the limited
coverage of the discussions thus far [16].

Japan has rich experiences in all three categories of public engagement—communication,
consultation, and participation [61]. In regard to participation, one of the events that received the most
attention was the deliberative polling used for energy strategies under the previous Democratic Party
of Japan [56]. Although the deliberative polling was conducted under the extraordinary conditions
of dealing with the aftermath of the 2011 nuclear disaster at the Fukushima Daiichi power plant,
it demonstrated the potential for connecting public deliberation with policy-making.

However, here again, the cultural context matters too. It matters for how public deliberation
should be conducted [62]. In East Asia, where Confucian thinking is culturally embedded, a different
mode of engagement might be necessary [63]. The double challenge of facing the new technology and
embracing a new mode of engagement would be a key academic task in Japan.

5.3. Future Work

The present work has reported on the February 2017 roundtable conducted in Tokyo, and has
identified many pathways for future research and societal conversations. In fact, fostering domestic
conversations more broadly, and bridging the internal conversation with the global dialogue are two
key tasks. In so doing, the researchers and practitioners must be mindful of the cultural background of
Japan and how it differs from those of other countries and regions.

This paper suffers from many limitations. The roundtable itself was limited to a small number
of experts from a limited number of disciplines. In fact, the roundtable was intended as the first of
a series of expert roundtables that provide inputs on challenges of science and society with respect
to sustainable digital environments. A second European expert roundtable, whose results will be
published as a follow-up paper, took place this September in Bonn, Germany. Nevertheless, one should
therefore interpret the present results only as indicative. To pursue responsible innovation of AI,
we need to revisit the research agenda, along with stakeholders, as has been done in the context of a
different emerging technology [64].
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Appendix A. Note on Terminology

In this note, we use the phrase “digital transition” to refer broadly to the introduction and diffusion
of digital technologies such as the Internet, artificial intelligence, the Internet of things, robotics,
and their associated changes in society. Although digital technologies encompass a wide range of
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technologies, we do not look at specific domains. For our present purpose of dissecting unintended
side effects because it is not individual technology but the entirety of combined technologies that affects
society. Note that this perspective is not unique to us; for example, a recent book by the founding
executive editor of Wired discussed the impacts of the whole of digital technologies [65], and both
the reports by Japanese governmental advisory committees [11,16] and a policy report in the United
Kingdom Parliamentary Office of Science and Technology [5] have emphasized the connectivity of
artificial intelligence with robots and sensors.

Note that there are (at least) three similar phrases in the literature: digital revolution, digital
transformation, and digital transition. These terms have somewhat different connotations, but we
chose to use digital transition so that we could benefit from the “transition” literature.

Digitalization (synonymously used with digitization) describes the representation of a digital
or analog object or process in digital representation. A digit is an element of a place number system
(or place value system or positional numerical system, i.e., in which the position of a digit matters).
A digit has a value with respect to a base (e.g., 2 in the case of binary numbers or 10 in the decimal
system). Thus, digital structures are discrete and they allow for computation. Digitalization means
more than transferring to a discrete structure. The opposite of digital is analog, which considers
continuous (real-number-based continuous changes of aspects of the environment).

Digital technologies are machines that master digital representation and computing. They also
include the interfaces between the digital and analog worlds (e.g., sensors, D/A converters, actuators
and robots, 3D printers, etc.). The transistor and many other technological inventions contributed to
the development of digital computers. We may state that both knowledge about digitalization and
about digital technologies induced the technological transition.

We can consider the year 2002 as the start of the digital age if we refer to the criterion that the
majority of human-produced information has been stored digitally [66]. The digital transition began
following World War II. The Digital Revolution can be considered a socioeconomic, cultural revolution
(in the sense of Schumpeter’s Business Cycles [67]). The series of expert roundtables on structuring
research for sustainable digital environments targets unintended side effects. Thus, we are, on the
one hand, on the level of real-world phenomena such as automatization by AI-driven machines or
digital devices that produce virtual environments. On the other hand, digitalization strongly changes
structures, functions, etc. of the inner science systems. The French sociologist of science and technology,
Bruno Latour [68], based on thorough investigations of laboratory work inferred that the ubiquitous
presence of digital computers “in the material practices of the laboratory reflects a larger shift in
the epistemological foundations of science from experiment to simulation“ [69]. As the aspiration is
“structuring research for SDE”, this means that, in addition, the unintended side effects on the science
system itself call for a critical view.

To describe sociotechnical changes, we consider (at least) three phrases: Digital Revolution, digital
transformation, and digital transition. (Another phrase often used is the “information revolution”).
The first is often used with the intention of comparison with the Agricultural, Industrial, and Digital
Revolutions. The second is frequently invoked in the management literature. The third one, digital
transition, is used less often. However, in the different context of sustainability science, there is a broad
body of literature on “transition”, including transition management, energy transition, etc. In this
paper, we use the phrase digital transition to convey that there are many lessons to be learned from
such literature to discuss the issue at hand.
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Appendix B. Propositions on the Future Perspectives on Digital Transition

Appendix B.1. Hiroshi Deguchi

Appendix B.1.1. Proposition 1: Platform Lock-In on the B2C Market

Comments on Proposition 1: The first Internet revolution caused platform lock-in on the B2C
market. A platform business consists of three stakeholders: (1) the user, (2) the service provider,
and (3) the platform provider. A user prefers a platform where there are many service providers. At the
same time, a service provider selects the platform preferred by many users. These three stakeholder
dynamics cause platform lock-in [70]. The oligopoly is not caused by a classic increasing-returns
economy. Therefore, it is difficult to manage the new reality with traditional antitrust laws. To mitigate
the concentration, we have to design new industry policies.

Appendix B.1.2. Proposition 2: Top-Down Optimization and Low-Capability Business Components

Comments on Proposition 2: In in the first quarter century of the new millennium, a new business
model has developed, especially in the franchise chain business on the B2C market. The operation
on a franchisee and its optimization is designed on a central component. However, there is little
capability development on a franchisee component. This is not a traditional division of labor,
as discussed by Adam Smith [71] or Charles Babbage [72], because there is no specialization of
labor on a franchisee component.

The workers of the new labor market have been embedded in a newly constructed reality where
there is no specialization or job capability development program [73].

The new reality causes an unfair capability and income gap.

Appendix B.1.3. Proposition 3: IoT-Based Second Internet Revolution & Reality Shift

Comments on Proposition 3: The first Internet revolution caused a significant change on the
B2C-based industrial structure and related life worlds. The second Internet revolution, characterized
by IoT-based technology and management [74], will change the B2B-based industrial structure and
our life world where we are embedded functionally and semantically through a division of labor.
New distributed organizations and related work styles depend on new divisions of labor that will
be created by the IoT-based management of loosely coupled tasks and projects. Traditional business
management has focused on an organizational layer of business processes [75]; the IoT-based
management focuses on “task-” and “project-”based business processes, where tasks and their loosely
coupled projects are designed, deployed, operated and managed through IoT based open platform.
The IoT-based management system will also change the related business processes to be more flexible
and have a variety of systems.

This is one possible scenario of a reality shift. There is another reality shift scenario where the
B2B platform will be locked in, and the labor market will be divided into a “high value-added & high-
capability creative class” and a “low value-added and low-capability worker class”.

Appendix B.1.4. Proposition 4: Reality Reconstruction and Reality Shift

Comments on Proposition 4: We are living not in a stable, traditional world but in a fluid and
continuously constructed and reconstructed world where we are confronted by a continuously shifting
reality. The process of modernization is characterized by a disembedded personalizing process from
traditional reality [76,77]. The modern world has been constructed both functionally and semantically.
There exists a new embedded process in a new constructed reality. Nevertheless, there is little research
on the new embedded and disembedded processes for a continuously constructed and reconstructed
reality. How we can analyze the embedded and disembedded processes?
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Natural sciences and some social sciences focus on universal laws, but it is impossible to identify
a universal social law for a society because the reality of a society is a constructed reality. Some social
sciences focus on the construction of a reality for a limited context. They do not focus on the
technosocial system where both functional and semantic aspects are required. On the contrary,
there exists a commensurability gap between functional and semantic aspects. We have to bridge the
commensurability gap between the functional and semantic aspects and construct a new methodology
and modeling method to manage the reality shift process.

Keywords: reality shift, reality reconstruction, embedded and disembedded processes,
technosocial system.

Appendix B.2. Arisa Ema

Appendix B.2.1. Proposition 1

The widespread use of digital technologies would create digital divides between not only the
haves and the have-nots but also between the wants and the want-nots. Society should ensure that the
have-nots won’t be disadvantaged and that the rights of the want-nots will be respected.

Comments for Proposition 1: Engaging with digital technologies is a matter of choice, and there
will be non-users even after technology becomes widespread. In the case of the Internet, a study by
Wyatt [78] classified non-users into four categories: resisters, rejecters, the excluded, and the expelled.
Resisters and rejecters are called “want-nots” since they choose not to use the Internet, while those
excluded and expelled are called “have-nots” because they are forced not to use it. Much attention has
been devoted to have-nots, but we should also pay attention to want-nots.

Appendix B.2.2. Proposition 2

Since AI development is dominated by several companies, especially American companies in
Silicon Valley, technological development will reflect these few companies at the helm. This situation
has the potential to introduce significant biases in the technology that could put a huge population at
risk on the global stage.

Comments for Proposition 2: AI provides multiple benefits, and it is creeping into our daily lives
without conscious societal decisions. Because the current technology development is dominated by AI
giants (i.e., Google, Apple, Facebook, Amazon, (GAFA)) and because they are all based in the United
States, their products, optimized for their representative customers, might benefit Americans and
Westerners and put those from other regions at risk or at least at a disadvantage. Such biases could be
cultural, regional, or economic.

Appendix B.3. Atsuo Kishimoto (Propositions on the Perspective: Risk Management)

Appendix B.3.1. Risk Based Approach (Proposition 1)

Explicit adoption of risk based approach will be needed for a long list of unintended side effects
caused by digital transition in order to be useful for evidence based / informed policy making.

Comments for Proposition 1: Digital transition will have a lot of unintended effects on society
as well as various kinds of benefit. Our experience of risk based approach in other fields, such as
food safety, engineering, mitigation of natural hazards, will contribute to the rational response to the
potential unintended effects of digital transition including widespread use of AI. The concept of “risk”
consists of two factors; likelihood and severity. The former, likelihood, is often ignored in dealing
with hazards and threats. Based on risk analysis societies worldwide will be able to take into account
various potential trade-offs and their implications on each stakeholder when making decisions about
digital technologies. A risk-based approach would enable societies to reflect on the choices involved
and their potential impacts.
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Appendix B.3.2. Specifying the Endpoints (Proposition 2)

The first step in implementing proposition 1 is to specify the endpoints, that is, what we want
to protect against hazards and threats arising out of digital transformation including the use of AI,
and determine the indicators of each endpoint.

Comments for Proposition 2: Unlike traditional risks, such as food safety and machine safety,
whose endpoints are human health and safety related ones, the endpoints we need to consider will be
protection of privacy, freedom of choice, right to know, reduction of disparity and so on in addressing
risks of digital transformation including the use of AI. A measurement method for each endpoint need
to be developed in the first place. Since different constituencies have different perspectives on threats,
the identification of endpoints would involve various kinds of discourse and deliberations and would
require the involvement of experts from a multitude of disciplines as well as stakeholders and citizens.

Appendix B.3.3. Quantifying Likelihood and Severity (Proposition 3)

The second step in implementing proposition 1 is to quantify or semi-quantify the likelihood and
severity of each potential hazard and threat arising out of digital transformation including the use
of AI.

Comments for Proposition 3: There are many hurdles to overcome in order to achieve this
goal. One is to develop methodology to compare different kinds of endpoints, such as privacy [79]
vs. security. Another one is to specify the severity of each hazard since it inevitably involves a value
judgment. Narrowing down the likelihood range also often constitutes a trans-scientific problem [80].
Concrete discussion will be needed for each case based on societal discourse

Appendix B.4. Junichi Mori

Appendix B.4.1. Proposition 1

As IT systems, including recent artificial intelligence technologies, are rapidly advancing and
gradually becoming embedded in our social systems, it is critical to revisit the concept of humanity.
Education should provide an appropriate understanding of the recent digital technologies and their
potential side effects.

Comments for Proposition 1: As artificial intelligence and its related digital technologies are
becoming a part of the fundamental components that constitute our societies, we as human beings might
be modulated by the technologies in regard to emotion, faith, or behavior. Moreover, the relationship
between humans and machines is certainly changing. It is now quite important to revisit the concept
of humanity and to rethink how we should design our own society with regard to human nature,
dignity, and ethics instead of the current value system of human-centered principles. Therein, education
should play an important role by providing people with an appropriate understanding of recent digital
technologies and their potential side effects. Such knowledge, ideas, and resources should be widely
available and commonly shared, regardless of one’s educational background and environment.

Appendix B.4.2. Proposition 2

Big data and cutting-edge AI technologies are currently dominated by several IT business entities.
With the emerging movement toward open data and science, both governments and industries should
promote making data and technologies more available to scientific and public use so that our society
becomes decentralized and not dominated by one super-intelligence.

Comment for Propositions 2: A few IT giants are currently dominating massive big data,
computational powers, and talented human resources—a situation that may lead to one super-
intelligence and thereby decrease our diversity by centralizing our society. However, it is not feasible
to determine the best “goal function” to achieve our sustainable development goals. By accepting the
pursuit of the various different goals of a diversity of peoples, our complex and pluralistic society will
be able to face and overcome the range of unexpected challenges in the future [81]. One way to keep
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our society diverse and decentralized is to commit to a system of open data and scientific strategies.
Both governments and industries should promote making data and technologies more available for
scientific and public use. And we, as the decentralized system with diversity, should take a more
creative approach to solving our complex social issues by coping with the super-intelligence to come.

Appendix B.5. Roland W. Scholz (Propositions on the Perspective: ‘Biophysical, Genetic, and Epigenetic Level of
the Digital Transformation’)

Appendix B.5.1. Proposition 1

Human evolution has reached a new stage as a result of (i) the digital, engineering-based
manipulation of natural variation at the cellular level (i.e., directed evolution vs. random mutation)
and (ii) biocomputers that include living cells.

Comments for Proposition 1: DNA is a genuine (quaternary) digital construct. Thus, the genetic
and synthetic biological engineering and unsee(ns) resulting from GMOs are part of the Digital
Revolution. The case of herbicide-resistant, genetically modified crops (e.g., those treated with
Monsanto’s Roundup) showed that property rights on digitally genetically modified plants, animals,
humans, etc. may induce large-scale economic and social side effects. Science should reflect on similar
cases. A further task is to reflect on non-digital DNA-related properties, as genetic defects may be
caused by the folding of DNA. Biocomputers [82,83] fundamentally change the nature of digital
environments, as the “decisions” (i.e., the information processing) provided do not depend on the
structure and design of the hardware and program but on the mind (i.e., organismic information
processing) and state of the cell. Biocomputers call for new knowledge and theories of programming
and logic, as well as an understanding of how to utilize these new types of hybrid beings.

Appendix B.5.2. Proposition 2

Environmental epigenetics and proper epidemiological studies should investigate the
psychophysical impacts resulting particularly from the excessive use of digital information by
sensitive individuals.

Comments for Proposition 2: A critical question related to various forms of excessive digital media
is whether the human biophysical system is phylogenetically prepared for the rapid spread of all forms
of digital environments. There is increasing evidence for (i) Internet addiction [84] and (ii) the effects of
intense Internet use on brain morphology (in a way that is similar to the growth of London’s cab drivers’
hippocampi [85]). The state-of-the-art knowledge of environmental epigenetics [86,87] suggests that
the epigenetic effects of intense or excessive exposure to highly demanding visual 3D effects cannot be
discounted. In this context, (iv) an analysis of excessive exposure to destructive, aggressive, and sexual
content in video gaming may become of particular interest if the neurophysiological processes linked
to the interactive and enactive processes are considered.

Appendix B.5.3. Proposition 3

The reflective and reflexive capacity of science regarding the digital transition has to
be strengthened.

Comments for Proposition 3: Propositions 1 and 2 identified impacts of digital systems on
biophysical, genetic, and epigenetic layers of human systems. We think that the potential, the limits,
and the 1 (ns) related to resilient human–environment systems have to be reflected upon with respect
to the following: (incomplete list)

• The limits of a digital conception of DNA and the potential role of analog models (e.g., in the
folding of DNA)

• The understanding of the “nature” of biocomputers
• Vulnerabilities of (agro-)ecosystems and other systems with respect to the digital manipulation

(e.g., directed evolution) of DNA
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• Individual exposure to digital information systems (e.g., Internet addiction, massive virtual
information, etc.)

• The power of knowledge about an individual’s DNA and biotechnological engineering by owners
of digital knowledge.

Appendix B.6. Hideaki Shiroyama (Propositions on the Perspective: Risk and Resilience Management)

Appendix B.6.1. Proposition 1

The interconnected and interactive nature of risks our society faces will be strengthened in the
digital era.

Comment s for Proposition 1: Digital technology dramatically increases the interconnectedness
of risks, as different components of the infrastructure are highly interconnected in the digital era.
In addition, digital technology amplifies the endogenous interactive impact of the intentions of actors,
malicious or not, in the security field or in the field of marketing.

Appendix B.6.2. Proposition 2

A resilient governance framework needs to be developed to cope with the interconnected and
interactive nature of risks in the digital era.

Comments for Proposition 2: It is impossible to prevent all of the possible risk scenarios in
the digital era. However, it is necessary to explore the strategies and approaches for addressing
such an interconnected and interactive nature of risks in a resilient manner that responds to the
different types of dynamism of risks (the rapidly growing type, the slowly growing type, and the wave
type). Strategies and approached include utilizing redundancy, disaggregation, a flexible phase-based
response, and so on.

Appendix B.6.3. Proposition 3

Different levels of necessity and tolerance for redundancy need to be coordinated in the digital era.
Comment on Proposition 3. One way to deal with the interconnected and interactive risk in

the digital era is to put redundancy in place. But the level of redundancy required and tolerated is
different and diverse among various sectors. The financial sector in civil use and the military sector
require and tolerate higher levels of redundancy, even if they result in high costs. But this is not true
in other sectors. Furthermore, those different sectors with diverse levels of necessity for redundancy
are connected in the digital era. Thus, the different levels of requirements and expectations need to
be coordinated.

Appendix B.7. Masahiro Sugiyama (Propositions on the Perspective: Job Market and Biotech Risks)

Appendix B.7.1. Proposition 1

The effect of AI-induced unemployment will be felt across the globe, including in developing
countries. This would create a fundamental problem for many developing countries, which have
traditionally relied on manufacturing in the process of transitioning to economic development.

Comment on Proposition 1: The issue of unemployment has been discussed, and the focus has
been on developed economies. But this would have global consequences. Full employment and decent
work are part of the UN’s Sustainable Development Goal 8.

Appendix B.7.2. Proposition 2

The convergence of digital technology and biotechnology will produce societal challenges that
would transcend conventional governance domains.

Comments on Proposition 2: With the rapid progress in biotechnology, scientists have proposed
radical ideas, including gene drives, which would alter the gene within the existing ecosystem.
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The convergence of digital technology with biotechnology will further accelerate such trends,
potentially creating unforeseen new challenges.

Appendix B.7.3. Proposition 3

The rapid development of digital technologies presents a fundamental challenge to the design of
transdisciplinary processes, which were traditionally much slower than the pace of digital innovations.

Comments on Proposition 3: As with Moore’s law, a large amount of technological progress in
the digital domain is happening at an exponential speed. That is, the speed itself keeps increasing.
Deliberations and political processes are usually slow, and there is an inherent difficulty associated
with engaging the lay public and stakeholders in discussions about the rapidly changing technological
landscape. There is a great need for methodological development (perhaps with some help from digital
technologies themselves) for fast—but still meaningful—societal dialogues.
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