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Abstract: In order to help the forging enterprise realize energy conservation and emission reduction, the scheduling problem of furnace heating was improved in this paper. Aiming at the charging problem of continuous heating furnace, a multi-objective furnace charging model with minimum capacity difference and waiting time was established in this paper. An improved strength Pareto evolutionary algorithm 2 (SPEA2) algorithm was designed to solve this problem. The original fitness assignment strategy, crossover operator and population selection mechanism of SPEA2 are replaced with DOPGA (Domination Power of an Individual Genetic Algorithm), adaptive cross operator, and elitist strategy. Finally, the effectiveness and feasibility of the improved SPEA2 was verified by actual arithmetic example. The comparison of results gained from three methods shows the superiority of the improved SPEA2 in solving this problem. Compared with strength Pareto evolutionary algorithm (SPEA) and SPEA2, the improved SPEA2 can get a better solution without increasing time complexity, the heating time is reduced by total 93 min, and can save 7533GJ energy. The research in this paper can help the forging enterprise improve furnace utilization, reduce heating time and unnecessary heating preservation time, as well as achieve sustainable energy savings and emissions reduction.
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1. Introduction

The forging stock heating process suffers significant energy consumption. Except for discrete energy consumed in forging and machining operations, the consumption of all continuous energy (heat energy) comes from the heating furnace. Therefore, it is very valuable to carry out energy-saving scheduling research for the forging stock heating process. From the aspects of the weight, shape, size, and material of the forging billet, this study was carried out to optimize the charging sequence and improve furnace utilization. Therefore, the heating time of the furnace can be reduced effectively.

Currently, studies about heating furnace energy conservation are mainly focused on equipment optimization and reform [1], waste gas heat recycling and utilization [2], development and application of new materials (non-quenched and tempered steel, alloy metals, and so on) [3–5], improvement of heat treatment process [6,7], etc. However, the studies about energy-saving scheduling are still limited.

With respect to furnace heating scheduling, Jiang et al. [8] used the influence of the shape and size of forging stocks on heating time to establish a charging model with the objective of minimizing furnace capacity difference, and a genetic algorithm and elitist retention strategy were used to solve the optimal scheme. Tong et al. [9] decomposed the problems into two sub-problems, one for cutting and machining scheduling, the other for forging and heat treatment scheduling, using an improved genetic
algorithm, dynamic clustering, and stacking in combination optimization to optimize the charging plan. Yang et al. [10] proposed an algorithm for the schedule of a steel stock hot-rolling furnace; the model was established for the non-cold state steel stocks, but not suitable for the issue of a cold-state forging stock charging furnace. Ning [11] regarded heating furnace scheduling as an infinite capacity backpack problem with multiple constraints, but due to the heating technique being too simple and the heating time was defined as too short, the constraint of furnace capacity was not taken into consideration. Wang et al. [12] established a model with the objective of a minimum heating time for optimizing steel coil combination during bell-type annealing production, and the optimization of speed control was taken into consideration. Based on a utility function model, they proposed a particle swarm optimization algorithm, which could make the production efficiency converge to the optimal value.

With respect to the process of a forging stock charging furnace, Zhu et al. [13] studied the combination optimization problem on the charging furnace, but this model is relatively simple, and they failed to consider the problem that heating standards vary for different shapes and sizes. Liu et al. [14] studied the minimum cost control of steel-making furnaces based on linear programming; a mathematical model of charging was established and the simplex method algorithm was designed. Shi et al. [15] studied the non-mixed and mixed steel slab load problems under the process restraints of heat treatment operation in cold-rolled sheet plants, proposing an entire-furnace charging scheduling method that meets the constraints of actual production process. However, few studies considered the effects that the shape and size of forgings could bring to scheduling.

In a practical forging production environment, forgings in one furnace have the same initial forging temperature. However, forgings vary in shape and size, which leads to the heating time and heating preservation time being different. These two time scales lead to different furnace working hours under different charging sequences. Therefore, the forging charging sequence shall be scheduled based on these two parameters so as to reduce unnecessary energy consumption and, finally, promoting the forging enterprise more in line with low-carbon sustainable economic development.

Focusing on this problem, and taking the influence of shape and size on the utilization of the furnace as the starting point, the research on scheduling for the forging stock’s charging process was carried out in this paper.

2. Analysis of the Forging Charging Problem

2.1. Characteristics of Furnace Charging

In forging production, billers frequently face various materials, shapes, and sizes, which influences parameter selection and the charging scheduling. The impacts are as follows:

(1) Material: various materials have different physical properties, which means there are differences among the initial forging temperature, heat preservation time, finish forging temperature, etc. The main impacts on scheduling parameters include:

1. Permissible charging temperature is different for various materials;
2. Initial forging temperature is different for various materials;
3. Maximum permissible temperature of the heating furnace is different according to the initial forging temperature;
4. The time of heating to the initial forging temperature is different for various materials;
5. The minimum and maximum heating preservation time is different for various materials.

(2) Shape and size: under the condition that the material is the same, there are also influences of the forging’s shape and size on the heating time, heating temperature, etc. Generally, the shape of billets are round steel or square steel, and the main influence on scheduling parameters are as follows:
The permissible charging temperature and maximum heating preservation time are the same when the diameter \((d)\) of round steel equals to side length \((l)\) of the square steel section;

2. The heating time of billets is irrelevant to its length, only to the diameter or side length;

3. There are longer heating times if the billets have larger sizes under the same shape.

This paper, based on relevant studies, examined the charging process of forging billets with the same material. The key point of this research was focused on the influence of shape, size, mass, and quantity on scheduling, which means the optimization parameter: mass of forging stocks, time of heating to initial forging temperature, holding time, and the maximum allowable time at the initial temperature will be taken into consideration to develop an energy-saving scheme.

2.2. Characteristics of Furnace Charging

Currently, the conventional method of stock charging is arranged based on the number and capacity of the furnaces. It can be divided into the following two cases:

1. In the case of one single heating furnace. According to the capacity of furnace, stocks are divided into several parts, the mass of each part should be less than the furnace capacity. Pieces that belong to the same part should be charged and discharged at the same time.

2. In the event of multiple heating furnaces, firstly, according to the number of furnace, forging stocks are divided into several batches with equal numbers of billet, and the total mass of each batch should be similar. Then, according to the furnace capacity, each batch is divided into several equal parts, and the mass of the parts should be less than the furnace capacity. Pieces that belong to the same part should be charged and discharged at the same time.

To some extent this method could meet the technological requirements and heating specifications. However, due to the difference of size, shape, etc., all pieces in one part should be heated with enough time to ensure the largest piece is heated completely. Therefore, the pieces with small mass are over-heated, which leads to waiting and energy loss. If the place and sequence of pieces being charged can be reasonably arranged, the total heating time could be reduced greatly and the efficiency of the furnace will be improved.

2.3. Energy-Saving Optimization Target

Simply, in order to achieve energy saving in charging process, the only dimension that needs to be achieved is that the total heating time is shortest. Thus Knoop et al. proposed an energy-saving schedule under the minimum heating time optimization target [16]. However, this may lead to the following results if one only considers the total heating time as the optimization target:

1. Pieces with long heating times may be heated centrally, which leads to there is no piece forging link, and the forging equipment is idle; the overall efficiency is reduced instead.

2. Due to the shape and size not being taken into consideration, the mass and volume of one batch may exceed the maximum furnace allowance, which will create additional charging for the furnace.

In view of the above problems, two optimization targets were proposed in this paper:

1. **Capacity rate (CR):** Capacity rate denotes the average of the difference between furnace capacity and the actual charging amount in unit time. This index reflects the utilization of furnace capacity; the smaller the index, the higher the utilization. Based on this target, the charging amount could be ensured less than the rated capacity and as close to the rated capacity as possible.

2. **Unnecessary heating preservation time (UHPT):** This index denotes the unnecessary waiting time for a unit billet. This index reflects the utilization of the furnace working hours; the smaller
the index, the higher the utilization. Shorter heating preservation time means continuous discharging of forgings and avoids idle equipment.

Based on these two targets, the scheduling model was established, and the improved strength Pareto evolutionary algorithm 2 (SPEA2) algorithm was used to solve this problem in this paper.

3. Model of Energy-Saving Scheduling

3.1. Analysis of Scheduling Based on a Continuous Furnace

The placing and charging styles are diverse, and in order to establish a targeted scheduling model the continuous furnace and single-row charging were researched in this paper. The continuous furnace is generally divided into a preheating section, a heating section, and a holding section. To simplify the model, the preheating section and heating section are collectively referred to as heating-up section. There are two kinds of hearth for continuous furnaces: rectangular and circular. The rectangular continuous furnace is the object of study in this paper. The structure of the furnace is shown in Figure 1.

![Figure 1. Structure of a continuous furnace. 1—preheater; 2—charging furnace door; 3—pusher; 4—furnace body; 5—furnace bracket; 6—burner; 7—discharging furnace door.](image)

In this way the scheduling problem can be described as follows: there are \( m \) furnaces and \( n \) pieces of forgings. Pieces can be assigned to any furnace. Each piece corresponds to only one heating furnace and one furnace can heat several pieces. Within any period of heating time, the total pieces in the furnace is no more than the maximum capacity.

In order to establish energy-saving scheduling model better, the charging process in the continuous furnace should be fully considered:

1. The maximum heating temperature of furnace shall be higher than the initial temperature of the forging material;
2. The heating process must meet the requirement of the material’s heating time and holding time;
3. The heating preservation time shall not exceed its maximum allowable time;
4. Pieces have to stay in the furnace before forging, which means waiting outside is forbidden;
The rule of FIFO (first-in-first-out) should be obeyed;
(6) The number of pieces shall not exceed the maximum allowable capacity at any time;
(7) The operation of charging, step-pushing, and discharging are related to their place and heating time;
(8) The material of pieces in one furnace must be the same or similar, which allows the same maximum heating temperature.

3.2. Establishment of the Scheduling Model

Under the above requirements, a mathematical model was proposed to figure out forging stocks charging sequence. The parameters are defined as follows:

(1) \( H = (1, 2, 3, \ldots, f) \) denotes the furnace serial number set, where \( f \) denotes quantity of furnaces;
(2) \( J = (1, 2, 3, \ldots, k) \) denotes the forging stock’s serial number set, where \( k \) denotes the quantity of forging stocks;
(3) \( S_j = (s_{1j}, s_{2j}, s_{3j}, \ldots, s_{nj}) \) denotes the sequence set of pieces charging in furnace \( j \), and there are a total of \( n \) forgings;
(4) \( t_{s_{ij}} \) denotes the minimum heating preservation time for piece \( s_{ij} \) in furnace \( j \), also called the necessary heating preservation time;
(5) \( q_{s_{ij}} \) denotes the actual heating preservation time of piece \( s_{ij} \) in furnace \( j \);
(6) \( o_{s_{ij}} \) denotes the maximum allowable heating preservation time for piece \( s_{ij} \) in furnace \( j \);
(7) \( T_j \) denotes the total heating hours of furnace \( j \);
(8) \( \varepsilon \) denotes the CR of furnace;
(9) \( m_{s_{ij}} \) denotes the mass of piece \( s_{ij} \) in furnace \( j \);
(10) \( M_{\text{max},j} \) denotes the maximum capacity of furnace \( j \); and
(11) \( M_{\tau,j} \) denotes the total mass of forging stocks in furnace \( j \) at moment \( \tau \).

The mathematical model with the two energy-saving optimization targets can be established as follows:

Minimize the CR:
\[
\varepsilon = \sum_{j=1}^{f} \int_{0}^{T_j} \left( M_{\text{max},j} - M_{\tau,j} \right) d\tau;
\]

Minimize the UHPT:
\[
t = \sum_{j=1}^{m} \left[ \frac{n}{(n-1)} \right] \left( q_{s_{ij}} - t_{s_{ij}} \right) \]

s.t.
\[
t_{s_{ij}} \leq q_{s_{ij}} \leq o_{s_{ij}};\]
\[
P_{s_{ij}} = \begin{cases} 1, & \text{piece } s_{ij} \text{ is heated in furnace } j \\ 0, & \text{piece } s_{ij} \text{ is not heated in furnace } j \end{cases};\]
\[
\sum_{j \in H} \sum_{s_{ij} \in S_j} P_{s_{ij}} = k;\]
\[
m_{s_{ij}} \leq M_{\tau,j} \leq M_{\text{max},j};\]
\[
s_{ij} \in S_j, S_j \subseteq J, j \in H;\]

where:

(1) Formula (3) denotes the actual heating preservation time of piece \( s_{ij} \) is no less than the minimum allowable time and no greater than the maximum allowable time;
(2) Formula (4) denotes that piece \( s_{ij} \) is assigned to furnace \( j \) if the value is 1, otherwise not to furnace \( j \);
Formula (5) restricts a piece can only be allocated to one furnace;
(4) Formula (6) denotes the total mass of forging stocks in the furnace shall not exceed the maximum capacity; and
(5) Formula (7) denotes the inclusion relationship among \(s_{ij}, S_j, I, j, H\).

4. SPEA2 Algorithm

This model can be classified as a multi-objective optimization problem, with two optimization targets: minimize \(CR\) and \(UHPT\). As for numerous multi-objective algorithms, multi-objective evolutionary algorithms (MOEA) are widely used in this field due to its simplicity and robustness. MOEA mainly includes an aggregation function (AF), vector evaluated genetic algorithm (VEGA) by Schaffer [17], niched Pareto genetic algorithm (NPGA) by Horn, Nafpliotis, et al. [18], non-dominated sorting genetic algorithms (NSGA-II) by Deb and Pratap [19,20], strength Pareto evolutionary algorithm (SPEA2) by Zitzler and Laumanns [21], and Pareto envelope-based selection algorithm (PESA2) by Corn [22].

Among the above algorithms, SPEA2 has been recognized as one of best evolutionary algorithms in multi-objective optimization problems due to its advantages in distribution uniformity, high convergence precision, and fast convergence speed. Therefore, the algorithm applied in this paper is based on SPEA2.

4.1. Characteristics of Furnace Charging

To minimize the multi-objective problem, it can be defined as follow:

\[
\min F(x) = [f_1(x), f_2(x), \cdots, f_R(x)]^T \text{ for all } x \in S
\]

where:
- \(x = [x_1, x_2, \cdots, x_D]^T \in S\);
- \(D\) is the number of decision variables;
- \(R\) is the number of objective variables;
- \(S\) stands for \(D\) dimension decision space;
- \(\Omega\) stands for \(M\) dimension objective space; and
- Decision space would be mapped to objective space through a group of target functions \((f_1, f_2, \cdots, f_R), S \rightarrow \Omega\).

Definition 1 (Pareto domination tournament). For any two vectors \(u, v \in \Omega\), \(u\) dominant \(v\), or \(v\) dominated by \(u\), written \(u > v\), if and only if:

\[
\forall i = 1, 2, \cdots, r, \ u_i \leq v_i \land \exists j = 1, 2, \cdots, r, \ u_j < v_j
\]

Definition 2 (Pareto optimal solution). A solution, \(x^* \in \Omega\), can be described as a Pareto optimal solution or non-dominated solution, if and only if:

\[
\forall x \in \Omega: \ x > x^*
\]

Definition 3 (Pareto optimal solution set and Pareto front). The set of all Pareto optimal solution \(PS = \{x^*|\forall x \in \Omega: x > x^*\}\) can be described as Pareto optimal solution set. The area \(PF = \{F(x^*)|x^* \in PS\}\) formed by the objective function value corresponding to the Pareto optimal solution set called the Pareto front, or Pareto surface. In Figure 2, the points are not in Pareto front are dominated by the solutions within the dotted line, for example, \(Q\) is dominated by \(B\), \(O\) is dominated by \(B\) and \(Q\).
A good multi-objective optimization algorithm should include the following characteristics:

(1) The Pareto optimal solutions should be as many as possible;
(2) The distribution of the Pareto front points should be diversified, with uniformity and extensiveness.

4.2. Main Steps of SPEA2

**Standard SPEA2 Algorithm**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initialization: Generate an initial population ( P_0 ) and create an empty archive (external set) ( \mathcal{P}_0 = \emptyset ). Set ( t = 0 ).</td>
</tr>
<tr>
<td>2</td>
<td>Fitness assignment: Calculate the fitness value of every individual in ( P_t ) and ( \mathcal{P}_t ).</td>
</tr>
<tr>
<td>3</td>
<td>Environmental selection: Copy all non-dominated individuals in ( P_t ) and ( \mathcal{P}<em>t ) to ( \mathcal{P}</em>{t+1} ). If the size of ( \mathcal{P}<em>{t+1} ) exceeds ( N ) then reduce ( \mathcal{P}</em>{t+1} ) by a truncation algorithm, otherwise fill ( \mathcal{P}_{t+1} ) with non-dominated individuals in ( P_t ) and ( \mathcal{P}_t ).</td>
</tr>
<tr>
<td>4</td>
<td>Termination: If ( t \geq T ), or another terminating condition is satisfied, then store the non-dominated individuals of ( \mathcal{P}_{t+1} ) into set ( A ).</td>
</tr>
<tr>
<td>5</td>
<td>Mating selection: Perform the binary tournament selection algorithm to select individuals in ( \mathcal{P}_{t+1} ) and add them to mating pool.</td>
</tr>
<tr>
<td>6</td>
<td>Variation: Perform crossover mutation operation in mating pool, store ( \mathcal{P}_{t+1} ) as the solution set, increase generation ( (t = t + 1) ), return to Step 2.</td>
</tr>
</tbody>
</table>

Although SPEA2 could effectively resolve the multi-objective problem, there still exists the following drawbacks: the calculation is relatively complicated to solve the diversified distribution for fitness assignment. Moreover, the standard SPEA2 cannot be applied directly in this paper. Therefore, the corresponding adaptive reconstruction is essential.

5. Improved SPEA2 Algorithm

According to the objective function, constraints, and other information, the charging sequence corresponding to each furnace number can be determined, namely to obtain \( S_j \). As for the characteristics of this model, in order to obtain better result, an algorithm based on SPEA2 was...
designed, and compatible improvement was also conducted on the original algorithm. The solution process of this model is shown in Figure 3.

**Figure 3.** The model flowchart.

Compared with the standard SPEA2 algorithm, several adaptation improvements on this model have been made, as follows:

1. **Fitness assignment strategy:** As for the standard SPEA2, the calculation is relatively complicated and inefficient on diversified distributions. Thus, the DOPGA strategy proposed by [23] was used in this paper, which takes the diversified distribution into account and simplifies the calculation.
(2) Crossover operator: The crossover operator that was adopted in the standard SPEA2 is fixed, and it is a constant value. However, a self-adaptive crossover operator, changing with population evaluation, is used in this paper. It is beneficial to keep good genes and abandon bad genes.

(3) Offspring generation: In standard SPEA2, the individuals in offspring are determined by a tournament mechanism. In addition to this method, an elitist strategy is also used in this paper. $N_{elite}$ optimal solutions are not involved in crossover and mutation, and the individuals with the worst fitness will be replaced by the $N_{elite}$ fittest individuals as offspring individuals.

5.1. Basic Steps

(1) Encode. The result required in this paper is the furnace number and corresponding charging sequence. This information can be recorded by a binary string. Taking 16 forgings and four furnaces, for instance, the encoding rules can be explained as shown in Figure 4 below.

![Figure 4. The encode scheme.](image)

Where the furnace number code ‘00’ represents the No. 1 furnace, ‘01’ represents the No. 2 furnace, etc. The charging sequence code ‘0000’ represents that the forging is the first one in the charging sequence, ‘0001’ represents the forging is the second one in charging sequence, etc. For example, the code ‘010010’ represents the forging shall be charged into the No. 2 furnace thirdly.

(2) Generate the initial solution. As mentioned above, there are 16 stocks that will be heated by four furnaces. Furnaces can be marked with 1, 2, 3, 4, and 16 stocks can be marked with $(s_1, s_2, s_3, \cdots, s_{16})$, and the length of this string is $6 \times 16 = 96$ bits. Thus one possible solution of the population can be described as “01000100010110101\cdots”, which represents that stock $s_1$ shall be charged in the No. 2 furnace with the second order, stock $s_2$ shall be charged in the No. 1 furnace with the third order, stock $s_3$ shall be charged in the No. 4 furnace with the sixth order, etc.

(3) Crossover operation. Two individuals are paired off in a paternal population, and then generate a child individual with the two paternal characteristic. The local crossover strategy crossover position, as shown in Figure 5, is adopted in this paper.

![Figure 5. Crossover operation.](image)

Where the value of the crossover probability $P_c$ in the crossover operation will directly affect the convergence of the algorithm. The larger the $P_c$, the faster the new individuals are generated, and the probability of excellent chromosomes to be destroyed will be greater, which leads to the individual with high fitness to be destroyed sooner. On the contrary, if $P_c$ is too small, the search speed will slow...
down so that evaluation stagnates. Furthermore, the good individual and poor individual have the same crossover probability, which is counter to the survival of the fittest.

Thus, a self-adaptive crossover probability was used in this paper, which assigns the crossover probability based on the fitness: the individual whose fitness falls below the average fitness will obtain a small crossover probability, otherwise it will receive a larger operator. The assignment rules are as follows:

\[
P_c = \begin{cases} 
P_{c1}, & f > \bar{f} \\
1 - \frac{(\bar{f} - f)(P_{c1} - 0.6)}{f_{\min} - \bar{f}}, & f \leq \bar{f}.
\end{cases}
\]  

(11)

From above formula: the crossover probability is \( P_{c1} \) (in this paper, \( P_{c1} \) is set 0.8), if the fitness is greater than the average fitness, and the minimum probability is 0.6.

(4) Mutation operation. The mutation operation is the process of flipping genetic values on one or several genetic positions to generate a new individual. In this paper, the probability \( p_{\text{mut}} \) was used to determine whether to conduct mutation operation. The mutation operation is shown in Figure 6.

\[
\text{Mutation position}
\]

![Mutation position](image)

**Figure 6.** Mutation operation.

(5) Process after crossover and mutation operations.

The following two situations may occur after crossover and mutation operation:

1. The order of different forgings that are assigned in same furnace is the same.
2. The charging sequence of all forgings in the same furnace may be discontinuous.

Solutions:

1. Move the sequence backwards successively according to the occurrence order in the chromosome.
2. Move the sequence forwards successively according to the occurrence order in the chromosome.

(6) Fitness assignment strategy. The DOPGA strategy is used to assign individuals’ fitness. The steps are shown as follows:

Step 1: Preliminarily assigning the fitness value for each point by MOGA (Multiple Objective Genetic Algorithm) [24]. In MOGA, the rank of a certain individual is equal to the number of individuals in the current population by which it is dominated. For example, for an individual \( x_i \) at generation \( t \), which is dominated by \( p_i^{(t)} \) individuals in the current generation, the rank of this individual is given by:

\[
\text{rank}(x_i, t) = 1 + p_i^{(t)}
\]  

(12)

After the division of this step, each point can be divided into different levels (subpopulations).
Step 2: The second step is to re-rank each sub-population without altering the order of sub-populations achieved in step 1. The amount of dominant points, dominated points, and the intensity in the neighboring area are taken into consideration in this step:

$$df(ind_i) = \frac{1}{|sub\text{-}population(j)|}$$

(13)

where $ind_i \in sub\text{-}population(j), i = \{1, \ldots, p\}$, and $|\cdot|$ means the number of elements in set.

$$rdp(ind_i) = \sum_{k=1}^{r} df(ind_k)$$

(14)

where $ind_k$ is dominated by $ind_i$ and $k \in \{1, \ldots, r\}, k \neq i$.

$$tdp(sub\text{-}population(j)) = \sum_{i=1}^{p} (rdp(ind_i))$$

(15)

where $i$ in $\{i = 1, \ldots, p\}$ represents all individuals inside the sub-population($j$):

$$rfi(i) = sub\text{-}population(j) + \frac{rdp(i)}{tdp(sub\text{-}population(j)) + 1e^{-6}}$$

(16)

where $1e^{-6}$ is added to the denominator to avoid dividing by zero.

The relationship between these two steps is illustrated in Figures 7 and 8. As shown in Figure 7, after initial ranking, A, B, C, D points belong to the first sub-population; F and E points belong to the second sub-population; and G point belongs to the third sub-population. However, the uniformity of the data distribution in each sub-population is difficult to be reflected by the fitness value. Step 2 is used to further confirm the fitness value. As shown in Figure 8, the fitness assignment could be greatly improved compared with Figure 7.

Figure 7. Dividing individuals into several subpopulations.
Selection mechanism. After assigning each individual’s fitness by the above formula, a tournament-based selection method is used to select better individuals into the next generation. Meanwhile, an elitist strategy is also used in select operation. \( N_{\text{elite}} \) optimal solutions are not involved in crossover and mutation, and the individuals with the worst fitness will be replaced by \( N_{\text{elite}} \) fittest individuals as offspring individuals.

Update archive. While the total non-dominated individuals in the current population and external archive exceed the upper bound of the external archive, a modified version of subtractive clustering is employed, then a reduced-size population is obtained. Otherwise all non-dominated individuals should be stored into the external archive.

Terminal condition. If cycle times reach the user-defined iteration number, the solutions shall be regarded as the Pareto optimal solution set.

Determine the final solution. Through the optimal process mentioned above, a Pareto optimal solution set can be gained. In the actual production, the heating time of the furnace is the concern; the shorter the better. Thus, the optimal solution selected from Pareto optimal solution set must lead to the shortest heating time.

5.2. Difference Analysis among SPEA, SPEA2, and Improved SPEA2

For the importance of the fitness assignment strategy in multi-objective genetic algorithms, the difference analysis on improved SPEA2, SPEA, and SPEA2 is carried out in this section to prove the greater adaptability and better performance.

5.2.1. Difference Analysis between Improved SPEA2 and SPEA

With respect to non-dominated solutions: as shown in Figure 9, point A and point C have the same rank because these points dominate two dominated solutions (G, H) and (E, H), respectively. However, as for the DOPGA strategy in Figure 10, the fitness is determined on the basis of the amount of dominant points, dominated points, and the intensity in the neighbor area. It is not difficult to determine that the fitness of point A is 1.2115 and 1.2890 for C. Therefore, A and C can be distinguished even if they are in the same subpopulation.

With respect to dominated solutions: the fitness assignment strategy based on SPEA, as shown in Figure 11, due to the points F, F1, and F2, are dominated by point B, so their fitness values are the same, and they are difficult to distinguish. As for the improved SPEA2 in Figure 12, these points are not even in the same subpopulation, so they are easily distinguished.
Meanwhile, an elitist strategy is also used in select operation. Optimal solutions are not involved in crossover and mutation, and the individuals with the worst fitness will be replaced by fittest individuals as offspring individuals.

Update archive. While the total non-dominated individuals in the current population and external archive exceed the upper bound of the external archive, a modified version of subtractive clustering is employed, then a reduced-size population is obtained. Otherwise all non-dominated individuals should be stored into the external archive.

Terminal condition. If cycle times reach the user-defined iteration number, the solutions shall be regarded as the Pareto optimal solution set.

Determine the final solution. Through the optimal process mentioned above, a Pareto optimal solution set can be gained. In the actual production, the heating time of the furnace is the concern; the shorter the better. Thus, the optimal solution selected from Pareto optimal solution set must lead to the shortest heating time.

5.2. Difference Analysis among SPEA, SPEA2, and Improved SPEA2

For the importance of the fitness assignment strategy in multi-objective genetic algorithms, the difference analysis on improved SPEA2, SPEA, and SPEA2 is carried out in this section to prove the greater adaptability and better performance.

5.2.1. Difference Analysis between Improved SPEA2 and SPEA

With respect to non-dominated solutions: as shown in Figure 9, point A and point C have the same rank because these points dominate two dominated solutions (G, H) and (E, H), respectively. However, as for the DOPGA strategy in Figure 10, the fitness is determined on the basis of the amount of dominant points, dominated points, and the intensity in the neighbor area. It is not difficult to determine that the fitness of point A is 1.2115 and 1.2890 for C. Therefore, A and C can be distinguished even if they are in the same subpopulation.

With respect to dominated solutions: the fitness assignment strategy based on SPEA, as shown in Figure 11, due to the points F, F1, and F2, are dominated by point B, so their fitness values are the same, and they are difficult to distinguish. As for the improved SPEA2 in Figure 12, these points are not even in the same subpopulation, so they are easily distinguished.

Figure 9. Fitness for non-dominated solutions in the strength Pareto evolutionary algorithm (SPEA).

Figure 10. Fitness for non-dominated solutions in the Domination Power of an Individual Genetic Algorithm (DOPGA).

Figure 11. Fitness for dominated solutions in SPEA.
SPEA2 is one of the most famous multi-objective optimization algorithms. The major advantage of this algorithm is that it can achieve a good distribution set as the final result, especially in high-dimension problems. The drawback of SPEA2 is that it has a large computation cost to maintain the diversified distribution for the solution set, but the benefit is low. As for DOPGA, the diversified distribution is taken into account and the calculation is simplified.

It was discovered in Figure 13 that there is still the phenomena that the boundary points cannot be distinguished from each other. However, in Figure 14 the phenomenon can be avoided if the DOPGA is adopted.

With respect to dominated solutions: as shown in above figure, the simulated results show that both methods can distinguish between dominated individuals well.

Based on the above analysis the following conclusion can be drawn:

Compared with SPEA, improved SPEA2 could evaluate individuals more scientifically to avoid the phenomena that points in different levels share the same fitness.

Compared with SPEA2, to some extent DOPGA could reduce the occurrence that some points in the same level cannot be distinguished from each other.

**Figure 12.** Fitness for dominated solutions in DOPGA.

**Figure 13.** Fitness of SPEA2.
5.2.3. Time Complexity

After assigning fitness, SPEA algorithm adopts a way to iterate which copies the new Pareto solutions into non-dominated set and removes the dominated solutions from it. In the process of assigning fitness, the time complexity of fitness assignment is $O(rN^3)$, in which $r$ is the number of objective functions, and $N$ is the population size.

Compared with SPEA, there is relative optimization in the time complexity for SPEA2. The time complexity of SPEA2 is $O(rN^2\log N)$. However, the evaluation population set ($P$) and external archive ($Q$) are taken into consideration simultaneously in SPEA2, so $N = |P| + |Q|$.

Improved SPEA2 algorithm optimizes the evolutionary selection mechanism without increasing time complexity, which reduces mutation and crossover operations of optimal solutions and accelerates the computation speed.

6. Case Studies

In Table 1, there are 16 types of forgings heated in one furnace, $m(i)$ is the mass of forging, and $q(i)$ is the heating time. The furnace capacity in this case is 40.

<table>
<thead>
<tr>
<th>i</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
<th>K</th>
<th>L</th>
<th>M</th>
<th>N</th>
<th>O</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m(i)$</td>
<td>6</td>
<td>8</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>11</td>
<td>13</td>
<td>8</td>
<td>4</td>
<td>9</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>$q(i)$</td>
<td>5</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>6</td>
<td>10</td>
<td>12</td>
<td>7</td>
<td>3</td>
<td>8</td>
<td>6</td>
<td>8</td>
</tr>
</tbody>
</table>

Currently, the capacity of the furnace and the volume of forgings are the main factors in the conventional scheduling problem: dividing the stocks into several parts according to the furnace capacity, the mass of each part is as close to the upper limit as possible, but less than the capacity. Each part’s forgings are charged and discharged synchronously.

If charging forging stocks by the order shown in Table 1 (from A to P), the optimal solution and furnace working time can be calculated:

- Capacity rate (CR): $m = 8.94$;
- Unnecessary heat preservation time (UHPT): $t = 1.4667$;
- Heating hours: $T = 34$. 

Figure 14. Fitness of DOPGA.
6.1. Non-Dominated Solution

Using the algorithm proposed in this paper, the optimal solutions can be obtained, as shown in Table 2.

The parameters are set as follows:
Population size is 200;
Iteration number is 800;
Mutation probability is 0.05; and
Non-dominated archive size is 10.

The distribution of non-dominated solutions are shown in Figure 15.

<table>
<thead>
<tr>
<th>Number</th>
<th>CR</th>
<th>UHPT</th>
<th>Heating Hours</th>
<th>Charging Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.000</td>
<td>0.933</td>
<td>27</td>
<td>C, G, O, J, L, N, H, D, P, B, E, K, F, I, M, A</td>
</tr>
<tr>
<td>8</td>
<td>0.793</td>
<td>2.067</td>
<td>49</td>
<td>A, B, C, D, H, I, E, K, L, F, G, J, M, N, O, P</td>
</tr>
</tbody>
</table>

Figure 15. The distribution of Pareto optimal solution set.

6.2. Results

Under constant furnace power, the shorter the heating time is, the lower the energy consumption. Thus, the total heating time can be taken as the final optimization target, and the final optimal solution can be selected from the Pareto solution set based on this target.
To simplify the model, the preheating time is not included in the furnace heating time. Therefore, the expression of furnace heating hours can be given as follows:

\[ T = \sum_{j=1}^{f} T_j \]  

The 10 Pareto solutions whose heating hours are long are screened out by Equation (17) and, finally, the shortest solutions are selected. The final solutions in this case are points (0.533, 3.037), (0.933, 2.000), and (0.400, 3.630), the total heating time of these points are \( T = 27 \).

There may exist a variety of forging stocks’ charging solutions under the same working hours. Therefore, only setting the total working hours as the optimization target to realize the energy-saving target cannot adapt to practical production very well, which may conflict with some production requirements. Thus, on the basis of the shortest furnace working hours, taking further consideration of the practical forging production environment to choose the final solution is required.

In this case, the point (0.533, 3.037) is chosen as the final optimization solution, and the charging order of this solution is D, A, B, I, J, E, C, M, K, F, L, N, G, H, O, P. The charging process could be analyzed as shown in Table 3.

<table>
<thead>
<tr>
<th>Number</th>
<th>Discharging Order</th>
<th>Discharging Time/T</th>
<th>Charging Order</th>
<th>Charging Time/T</th>
<th>Forging Stocks in Furnace</th>
<th>Capacity Rate/M</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>\</td>
<td>D, A, B, I, J</td>
<td>0</td>
<td>D, A, B, I, J</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>D</td>
<td>3</td>
<td>E</td>
<td>3</td>
<td>A, B, I, J, E</td>
<td>39</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>5</td>
<td>C</td>
<td>5</td>
<td>B, I, J, E, C</td>
<td>38</td>
</tr>
<tr>
<td>4</td>
<td>B, I</td>
<td>7</td>
<td>M, K</td>
<td>7</td>
<td>J, E, C, M, K</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>J, E, C, M</td>
<td>10</td>
<td>F, L, N</td>
<td>10</td>
<td>K, F, L, N</td>
<td>40</td>
</tr>
<tr>
<td>7</td>
<td>G</td>
<td>26</td>
<td>\</td>
<td>\</td>
<td>H, O, P</td>
<td>25</td>
</tr>
<tr>
<td>8</td>
<td>H, O, P</td>
<td>27</td>
<td>\</td>
<td>\</td>
<td>EMPTY</td>
<td>EMPTY</td>
</tr>
</tbody>
</table>

6.3. Result Comparison

Using SPEA and SPEA2 to solve this case and achieve a Pareto optimal solution set, a comparison is made with the above solution, and the distribution is shown in Figure 16.

![Figure 16. Comparison among the distribution of three algorithms.](image-url)
As shown in the above figure, the algorithm designed in this paper can gain a better optimal solution set compared to SPEA and SPEA2. For CR and UHPT, this algorithm can realize better scheduling for the stocks’ charging order.

Taking the shortest heating hours as the selection strategy, the final optimal solutions can be selected from the three Pareto optimization solutions sets, respectively. Then, three solutions are compared in Table 4 (on the basis of the same parameters).

<table>
<thead>
<tr>
<th>Optimization Target</th>
<th>SPEA</th>
<th>SPEA2</th>
<th>Improved SPEA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR</td>
<td>4.21</td>
<td>2.84</td>
<td>3.03</td>
</tr>
<tr>
<td>UHPT</td>
<td>0.73</td>
<td>0.61</td>
<td>0.53</td>
</tr>
<tr>
<td>Heating hours</td>
<td>30</td>
<td>28</td>
<td>27</td>
</tr>
</tbody>
</table>

From the above table it can be seen that these three algorithms can figure out good solutions for this issue. However, it is obvious that the improved SPEA2 algorithm proposed in this paper has an advantage over SPEA. Results show that not only this algorithm can gain a better Pareto front, but it also gives consideration to working hours. Thus, it can better achieve the energy-saving target.

7. Application

According to actual data in a factory to carry out a multi-batch charging scheduling, there are four sets of stocks data:

- Batch 1: 128 pieces of forging stocks, eight different specifications;
- Batch 2: 250 pieces of forging stocks, 14 different specifications;
- Batch 3: 128 pieces of forging stocks, four different specifications; and
- Batch 4: 250 pieces of forging stocks, seven different specifications.

The scheduling model and algorithm that proposed in this paper are used to solve this problem. Here four furnaces are used and the main constraints mentioned above are satisfied. The main premise of scheduling is as follows:

- The forging stocks are not charged in furnace at the beginning preheating process.
- The heating hours does not include preheating time.

Using improved SPEA2 to optimize the charging scheme of these four batches forging stocks, and taking the average value of seven runs’ results as the final optimization level, the results of improved SPEA2 are shown in Table 5.

<table>
<thead>
<tr>
<th>Batch</th>
<th>Heating Hours T/min</th>
<th>UHPT T/min</th>
<th>CR m/kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>516</td>
<td>48.8</td>
<td>19.7</td>
</tr>
<tr>
<td>2</td>
<td>774</td>
<td>56.4</td>
<td>28.9</td>
</tr>
<tr>
<td>3</td>
<td>392</td>
<td>41.2</td>
<td>17.6</td>
</tr>
<tr>
<td>4</td>
<td>631</td>
<td>59.6</td>
<td>27.9</td>
</tr>
</tbody>
</table>

To compare the difference between these three algorithms, SPEA and SPEA2 are also adopted to solve the above charging scheduling problem, the results of these two methods are shown in Table 6. And from Figure 17, it is obvious that improved SPEA2 algorithm has higher degree of optimization level than other methods.
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8. Conclusions

This paper is aimed at energy savings in a forging production process. To optimize the charging scheduling problem an improved SPEA2 algorithm was designed. In Section 6 (Case Studies), the feasibility of improved SPEA2 was verified, and the results of this arithmetic examples shows that the performance has been slightly improved, even though CR is raised slightly but UHPT is reduced greatly, and the heating hours of sixteen forgings reduced by only 1 min. In Section 7 (Application), the improved SPEA2 algorithm shows superior performance in large batch forging stocks charging problem, the CR and UHPT are reduced simultaneously. Compared with the worst scheme, improved SPEA2 can reduce total 93 min heating time and save 7533 GJ energy. From these results, this improved algorithm could greatly increase the energy usage without even having to add any extra capital investment to the enterprise. It also contributes to the win-win result in terms of economic profit and environmental protection.

From the comparison figure, the UHPT and CR have been significantly improved. The heating time of each batch stocks also has been shortened. Compared with SPEA, the heating time of each batch was reduced by 21 min, 23 min, 27 min and 22 min. And the reductions are respectively 10 min, 9 min, 9 min and 7 min compared to SPEA2. If the value of comparable energy consumption is 600 kg/t standard coal, the energy consumption of furnace will be 81 GJ/min. It can be calculated that the maximum energy saving of this case is 7533 GJ, the energy-saving effect is remarkable.
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Table 6. Results of SPEA and SPEA2.

<table>
<thead>
<tr>
<th>Batch</th>
<th>Algorithm</th>
<th>Heating Hours T/min</th>
<th>UHPT T/min</th>
<th>CR m/kg</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SPEA2</td>
<td>526</td>
<td>50.2</td>
<td>20.4</td>
</tr>
<tr>
<td></td>
<td>SPEA</td>
<td>537</td>
<td>55.3</td>
<td>22.5</td>
</tr>
<tr>
<td>2</td>
<td>SPEA2</td>
<td>783</td>
<td>57.9</td>
<td>31.1</td>
</tr>
<tr>
<td></td>
<td>SPEA</td>
<td>797</td>
<td>65.4</td>
<td>34.6</td>
</tr>
<tr>
<td>3</td>
<td>SPEA2</td>
<td>401</td>
<td>43.5</td>
<td>19.9</td>
</tr>
<tr>
<td></td>
<td>SPEA</td>
<td>419</td>
<td>49.7</td>
<td>21.7</td>
</tr>
<tr>
<td>4</td>
<td>SPEA2</td>
<td>638</td>
<td>60.4</td>
<td>28.6</td>
</tr>
<tr>
<td></td>
<td>SPEA</td>
<td>653</td>
<td>66.9</td>
<td>30.7</td>
</tr>
</tbody>
</table>
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