Encouraging Sustainable Transport Choices in American Households: Results from an Empirically Grounded Agent-Based Model
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Abstract: The transport sector needs to go through an extended process of decarbonisation to counter the threat of climate change. Unfortunately, the International Energy Agency forecasts an enormous growth in the number of cars and greenhouse gas emissions by 2050. Two issues can thus be identified: (1) the need for a new methodology that could evaluate the policy performances ex-ante and (2) the need for more effective policies. To help address these issues, we developed an Agent-Based Model called Mobility USA aimed at: (1) testing whether this could be an effective approach in analysing ex-ante policy implementation in the transport sector; and (2) evaluating the effects of alternative policy scenarios on commuting behaviours in the USA. Particularly, we tested the effects of two sets of policies, namely market-based and preference-change ones. The model results suggest that this type of agent-based approach will provide a useful tool for testing policy interventions and their effectiveness.
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1. Introduction

During the last few decades, many policies have been implemented to address the ever-growing emission trends generated by the transport sector. Notwithstanding the steps taken in promoting more
sustainable travels, the sector still accounts for 22% of global CO₂ emissions [1] and up to 50% in cities [2]. In addition to that, the International Energy Agency (IEA) forecasts an increase of 250%–375% in the number of cars by 2050 [3]. Correspondingly, CO₂ emissions from this sector are projected to experience a 300% growth in the same period [3]. Note that the latter figure is almost five times higher than the reduction recommended by the IEA to meet Intergovernmental Panel on Climate Change’s (IPCC) target of avoiding catastrophic climate change [4].

The attention given to the transport sector for its potential contribution to the reduction in global CO₂ emissions led to a proliferation of policies for sustainable transports. These can be grouped in three broad categories [5–9]: (1) market-based policies; (2) structural policies; and (3) preference-change policies. The first category comprises all the price-related policies, e.g., carbon, fuel or kilometre taxes, cap and trade schemes, subsidies to public transport, increase in parking charges, motor vehicle fuel economy labelling, fuel efficiency and renewable fuel standards. The second category includes policies aimed at promoting investments in infrastructures and sustainable practices, e.g., development of plans for mixed vehicle uses, build and improve cycle lanes, provide cycle parking, wider, better maintained and cleaner pavements, improved street furniture, safer neighbourhoods and crossings and promoting investments for the development and adoption of alternative fuels. The third category comprises policies directly aimed at changing people’s preferences, such as advertising and marketing campaigns, education in sustainable practices, eco-driving campaigns and knowledge transfer.

Despite the widely recognised role of technology in the abatement of CO₂ emissions from the transport sector (e.g., through the spreading of low-emission vehicles), it is difficult to foresee a quick shift to a zero- or, at least, a low-emission fleet. In fact, the implementation of more aggressive technology-oriented policies is likely to be difficult and would involve strong equity issues [10]. Thus, the policy-making field should also focus on policies that could facilitate a shift to sustainable behaviours. However, it is clear that no “panacea” exists, i.e., a single type of governance system able to succeed in all or, at least, in most cases [11].

Given the impressive amount of policies being developed in the transport field, and because no panacea looks possible, there is an increasing need for new methodologies that could assess ex-ante (i.e., before the implementation of the policy itself) their performance. To address this issue, we created the Mobility-USA (MUSA) model, an Agent-Based Model (ABM) able to test the implementation of policies in the transport sector, and we analysed the response of a sample of American commuters to a set of policies aimed at reducing private car use. Our focus on the USA is for three main reasons: (1) the overall impact of the country’s transport system on the global climate; (2) the low price of oil in the country, which contributes to a large share of private-motor-vehicle transportation; (3) the availability of reliable data.

We focussed on commuters because they are an important target for policy-making due to their systematic and customary nature. According to the 2009 National Household Travel Survey (NHTS), the percentage of commutes by mode of transport in the USA is: 91.4% by private vehicles, 3.7% public transit, 3% walk, 1.9% other [12]. This overview of the commuting sector in the USA highlights a clear need for sound reform. Indeed, the implementation of sound and effective policies to stimulate the use of public and non-motorised transport—consequently encouraging a decrease in the share of private motorised transportation—could improve mobility options, reduce energy use and decrease Greenhouse Gases (GHG) emissions from the transport sector [13].
To test our modelling approach we analysed two groups of policies: market-based policies and preference-change policies. These have been chosen because they could be easily applied to our model and because of their common implementation in the transport sector [14]. The former aim at internalising the externalities involved in the production and consumption of a given good/service through the imposition of a tax/fee, whereas the latter are meant to change consumers’ behaviour by acting directly upon their preferences.

The existing literature is inconclusive in showing which of these two types of policy is more effective in encouraging sustainable transport behaviours. On one hand, some authors argue that economic incentives and structural changes are more powerful than environmental knowledge in supporting environmentally-oriented behaviours [15–18]. Others go further saying that soft-policies are not likely to achieve considerable reductions in the CO₂ emissions from the transport sector [6]. On the other hand, many scholars encourage an approach that indirectly affects people’s behaviours through preferences and changes in attitudes. For instance, some authors proposed environmental education as a possible measure to shape more sustainable life-styles [8,19]. Conversely, Jackson [20] argues that information campaigns are less effective than other forms of learning in promoting green behaviours and Dobson [21] considers market-based instruments and social learning as being complementary instruments. Accordingly, Flachsland et al. [14] suggests that non-market policies become of pivotal importance when market failures neutralise the impacts of market-based ones. The combination of these policies is seen as an optimal strategy by different authors (e.g., [6]). On the other hand, other authors argue that information and education policies are necessary, but are not sufficient to bring about changes in behaviour [22].

The potential outcome of these policies is evaluated using the MUSA [23] model on that incorporates data derived from a sample of commuters drawn from the 2009 NHTS. In particular, we evaluate which scenario (i.e., policies implemented singularly or combined) is more effective in promoting the use of less polluting means of transport.

In order to ease the understanding of the policies being implemented in MUSA (i.e., market-based and preference-change), we provide some examples: the first type of policy could be a carbon tax that is meant to affect the use of motorised transports by increasing their price of use. The second type of policy could be imagined both as a combination of policies such as marketing campaigns, provision of information about the commuting alternatives of the agents, etc., or as a single and effective policy, such as the introduction of classes on environmental education through formal compulsory education.

The remainder of this paper is organised as follows: Section 2 defines the model following the Overview, Design concepts, Details (ODD) Protocol and provides the data on which the model relies. Section 3 grounds the model into empirical data and Section 4 presents the outcomes resulting from the policy scenarios. Finally, Section 5 presents the conclusions.

2. Methods

The analysis below is centred on an agent-based model, i.e., “a computational method that enables a researcher to create, analyse, and experiment with models composed of agents that interact within an environment” [24]. This definition highlights four elements that uniquely characterise ABMs: (1) an environment, i.e., a set of objects the agents can interact with; (2) a set of interactive agents; (3) a set
of relationships linking objects and/or agents; and (4) a set of operators that allow the interaction between the agents and the objects. In particular, ABMs implement a generative approach, which allows the investigation of social patterns using a bottom-up technique. There is a notable difference between bottom-up (e.g., ABMs) and top-down (e.g., System Dynamics) approaches: in the first case, the data gathering procedure may be time-consuming and simulations may be more complex than top-down ones. However, the resulting overall macro-picture will probably be more informative [25]. Moreover, the generative approach allows the consideration of emerging properties: a given macro-behaviour cannot be represented as a simple aggregation of several micro-behaviours. In fact, ABMs can be used to analyse the non-linearity of aggregated behaviours with respect to individual ones. This bottom-up approach can bring about unexpected outcomes, which can represent emerging properties, regularities and structures [26].

2.1. The MUSA Model

This section has been organised following the ODD Protocol first developed by Grimm and Railsback [27] and further improved by Grimm et al. [28] and Grimm et al. [29]. The purpose of this protocol is that of providing a sequence of steps when formalising an ABM in order to arrange all the relevant information about the model in a neat and logical way. Moreover, the implementation of such protocol is also useful to the process of replication and verification of the model when these are being carried out by people other than the authors [27–30]. Notwithstanding some limitations of the ODD protocol, e.g., the possible redundancy between the categories included, it is a very good way to increase the clarity of the model specifications [29,30].

2.1.1. Purpose

MUSA is an ABM that aims at reproducing the transport choices of a sample of American citizens and the GHG emissions related to their daily commutes. Specifically, it was designed to test whether the ABM approach is suitable to investigate commuting behaviours and to evaluate ex-ante the consequences of policy implementation.

2.1.2. Entities, State Variables and Scales

MUSA includes only one type of agent—American commuters. The state variables of the agents are: their initial and final preference for each of the modes of transport, the importance they give to their social and personal satisfaction, the number of their neighbours, their previous and current satisfaction given by the choice of the mode of transport, the uncertainty they experience while choosing the preferred mode of transport and whether they decide to make a short or a long commute (i.e., SC or LC).

The agents’ position in the 3D space corresponds to their preferences for each mode of transport (i.e., the preferences act as coordinates for the dimensions x, y and z), hence there is no absolute concept of spatial scale in the model (i.e., the fact that two agents are close in the 3D space does not necessarily mean they are neighbours in the reality).
According to their position in the 3D space, the agents are clustered in neighbourhoods. The agents that belong to the same neighbourhood are connected by links, while longer links can span across neighbourhoods. This allows social influence to be taken into account when the agents make decisions.

The second entity included in MUSA is the government. It is represented in the model in an abstract form and it acts—directly or indirectly—on the agents’ preferences by implementing two types of policies: market-based and preference-change policies.

As far as the time scale is concerned, one time step corresponds to one commute for every agent. Assuming that each person commutes on average twice a day, this temporal unit could be interpreted as half a day.

2.1.3. Process Overview and Scheduling

MUSA considers one main process, the commuters’ decision about what means of transport to travel in. The agents start with a set of preferences—one for each mode of transport—that have been assigned to them and that place them in the 3D space. Throughout the process, these are influenced by the relative price of the different means of transport, by social influence and by the intensity of the policies applied.

After the assignment of the preferences to the agents, the social network is initialised and the neighbourhoods are formed according to the closeness of the initial preferences of the agents. During the following step they decide whether to make an SC or an LC and then they decide what means of transport to use.

The agents, while performing the procedures, do not follow any particular order and the variables included in the model are synchronously updated at the end of each procedure. At the following time step the process starts all over again.

2.1.4. Design Concepts

- **Basic principles**: One of the core assumptions made in MUSA is that SCs and LCs differ for the selection of the eligible means of transport. For SCs, agents can choose whether to commute by private motorised vehicles (M), private non-motorised vehicles (NM) or by public transportation (PT). Conversely, for LCs the choice is limited to M and PT. This distinction is based on the assumption that long distances cannot be covered with NM (See Section 2.1.6).

  Agents’ decisions are based on the “consumat” framework developed by Jager [31] to explain the environmental behaviour of consumers. This was first translated into an actual model by Jager and Janssen [32] and—more recently—by Bravo et al. [33]. According to this framework, agents’ decisions about the means of transport rely on a set of four possible processes. Depending on their satisfaction and uncertainty, agents can employ (1) rational deliberation, (2) imitate others’ behaviour, (3) compare their own satisfaction with their neighbours’ one, or (4) repeat the previously chosen behaviour (see Section 2.1.7). Agents are linked in a network following a principle of homophily in preferences. Unlike Janssen and Jager [32], who employed a small-world network, we chose to use the “social circle” structure, first introduced by Hamill and Gilbert [34], which better incorporates key aspects of large social networks such as low density, high clustering and assortativity of the connectivity degree. The network is based on the ideas of social space and distance.
Emergence: One of the principal features of the “consumat” model is the introduction of social influence in the agents’ decisions. Hence, the patterns in the use of each means of transport are emergent in the sense that they are the result of single agents’ behaviours that in turn are influenced by those of their neighbours.

Adaptation: This is another feature of the “consumat” model. Agents can employ different deliberative processes according to the situation they find themselves in. This is particularly relevant in the policy scenarios, where agents have to adapt their decisions to different relative prices of the means of transport or to influences on their initial preferences.

Objectives: The agents, while deciding what means of transport to commute in, try to maximise their personal and social satisfaction taking their uncertainty into account (i.e., how many times they change their minds about what means of transport to commute in) (see Section 2.1.7).

Learning: The agents, while trying to achieve their objective, can employ several deliberative processes that compare the total level of satisfaction gained by the decision taken in the previous time step and their uncertainty.

Sensing: Two of the deliberative processes that the agents can employ while making a decision are imitation and social comparison. In both cases they will compare their past overall satisfaction with that of their neighbours.

Interaction: The interaction between the agents occurs through the social network they are embedded in.

Stochasticity: Randomness is included in different parts of the model. Some randomness is introduced in the agents’ locations to avoid the building of exactly the same network at every run. Moreover, it is introduced when choosing a type of commute (i.e., SC or LC) and while weighing social and personal satisfaction.

Collectives: The agents are grouped into neighbourhoods according to their position in the 3D space, which is in turn the result of their preferences for the different means of transport and some randomness. These neighbourhoods are represented in the 3D space as clusters of agents.

Observation: The values collected and stored at the end of every time step are the number of agents making SCs and LCs, the means of transport they decide to use, the deliberative process they employ and the CO₂ emissions related to each type of commute.

2.1.5. Initialisation

When the simulation starts, the characteristics of each means of transports are initialised. Each of them is provided with a specific relative price that can be chosen by the user in the model interface (see Section 2.2.2), average CO₂ emissions per mile and an environmental index (see Section 2.2.2). Moreover, the model sets a propensity for the type of commute, which is the likelihood of one agent to choose to make an SC or an LC (see Section 2.1.6). Then MUSA creates the agents, placing them into a network built following the procedure described in Hamill and Gilbert [34]. Agents have a set of initial preferences derived from empirical data (see Sections 2.2 and 3), which also affects their position in the 3D space. Each dimension of the space maps one of the agent’s preferences. Then each agent creates links with all the other agents within a certain distance, determined by the link-distance parameter. This parameter can be chosen in the model interface and in our simulations was set to a value.
leading to a degree distribution approaching a power law, as is common in many social networks [35]. Then another procedure checks if there is any lone agent. If so, this gets linked with its closest neighbour.

Finally, the agents’ uncertainty is set to zero and their total level of satisfaction is computed (see Section 2.1.7).

2.1.6. Input Data

In MUSA, each agent $i$ is characterised by a set of preferences $P_i = \{p_{i1}, \ldots, p_{im}\}$ where $m = 3$, the set of the eligible modes of transport. Each agent maps one of the 5000 respondents selected as a subsample from the 2009 NHTS survey [36] and their preferences are derived from the answers given in the survey (see Section 2.2). The analysis of the commute length declared by the participants in the 2009 NTHS led us to define SCs as between 0 and 3 miles in length—a distance that can be easily covered walking or cycling—whereas LCs are all commutes longer than 3 miles. According to the analysis on the survey, 80% of the commutes were LCs and 20% SCs. This parameter has been used to inform the choice of the agents when they had to decide whether to make an SC or an LC. The same survey has then been used to compare the results of the calibration of MUSA (see Section 3).

Another external input concerns the relative prices of the means of transport and their average emissions. These are presented in detail in Section 2.2.

2.1.7. Submodels

In the consumat framework, agents have both personal and social needs and their satisfaction is affected by both dimensions [31]. Personal need satisfaction ($N_{ij}^P$) is assumed to be equal to $p_{ij}$ where $j$ is the means of transport used by agent $i$. This means that the current personal need satisfaction of agent $i$ depends on the relationship between its preferences and its transportation choice in the previous time step.

Social satisfaction can be defined as the proportion of agents in agent $i$’s neighbourhood using the same means of transport $j$ as $i$. Agents’ social need satisfaction can thus be computed as follows:

$$ N_{ij}^S = \frac{n_{ij}}{n_i} $$

where $N_{ij}^S$ is the social need satisfaction of agent $i$ who chose the means of transport $j$, $n_{ij}$ is the number of agents in $i$’s neighbourhood who chose the means of transport $j$ and $n_i$ is the total number of agents in the neighbourhood taking the same type of commute as agent $i$.

According to Jager [31], the total level of need satisfaction $N_{ij}$ depends on both personal and social satisfaction, along with the relative price of the different modes of transport:

$$ N_{ij} = \frac{\beta_i N_{ij}^S + (1 - \beta_i) N_{ij}^P}{r_j} $$

where $N_{ij}$ is the total need satisfaction of agent $i$ who chose $j$ means of transport, $\beta_i \in [0,1]$ is a randomly distributed agent parameter that weights personal needs against social ones and $r_j$ is the relative price for the $j$ means of transport (see Section 2.2.2). A low value of $\beta_i$ implies giving more importance to personal needs than to social ones and vice versa.
Uncertainty is the second variable affecting the selection of the deliberation procedure. It depends on the variation of agents’ satisfaction over time. Since forecasting the outcome of a given behaviour is difficult when high variability is involved, it is assumed that the higher the variability, the higher the uncertainty. Following Bravo et al. [33] and Janssen and Jager [32], uncertainty is defined as:

$$U_{it} = \sqrt{|N_{it} - N_{i(t-1)}|}$$  \hspace{1cm} (3)

where $t$ is the time step at which agent $i$ has to make a choice about which deliberative process to use, $N_{it}$ is agent $i$’s satisfaction at time $t$ and $N_{i(t-1)}$ is agent $i$’s satisfaction at the time $(t-1)$.

The deliberative process selection is affected by two parameters: $\tau_n$ and $\tau_u$, both bounded within the $[0,1]$ interval. The first one represents agents’ needs, while the second refers to their tolerance towards uncertainty. Both of them can be defined by the user in the model interface. Depending on the relationship between these parameters—and thus on the relationship between agents’ need satisfaction and uncertainty—different deliberative processes are selected. If $N_i \geq \tau_n$ and $U_i > \tau_u$ (satisfied and uncertain agents), the agent $i$ will imitate the most adopted behaviour in his neighbourhood; if $N_i < \tau_n$ and $U_i \leq \tau_u$ (dissatisfied and certain agents) the agent $i$ will employ rational deliberation, i.e., it will compute the satisfaction that may derive from choosing each means of transport and select the most satisfactory one; if $N_i \geq \tau_n$ and $U_i \leq \tau_u$ (satisfied and certain agents) the agent $i$ will simply repeat its previous decision; finally, if $N_i < \tau_n$ and $U_i > \tau_u$ (dissatisfied and uncertain agents) the agent $i$ will compare the satisfaction that would derive from repeating its previous choice and the one deriving from the adoption of the most common behaviour in its neighbourhood. In other words, this deliberative process will make the agent choose the means of transport that brings most satisfaction.

Table 1 summarises the four deliberative processes and their characteristics. In Section 3 we will present the values we assigned to these parameters as a result of a calibration process.

**Table 1. Summary of the deliberative processes [33].**

<table>
<thead>
<tr>
<th>Satisfaction</th>
<th>Uncertainty</th>
<th>Deliberative process</th>
<th>Process details</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_i \geq \tau_n$</td>
<td>$U_i &gt; \tau_u$</td>
<td>Imitation</td>
<td>Checks the means of transport distribution in the neighbourhood and adopts the modal one. In case of a tie, randomly selects one of the most common means of transport.</td>
</tr>
<tr>
<td>$N_i &lt; \tau_n$</td>
<td>$U_i \leq \tau_u$</td>
<td>Rational deliberation</td>
<td>Computes the expected satisfaction for each means of transport, then chooses the one leading to the highest satisfaction. In case of a tie, randomly selects one of the means of transport leading to the highest satisfaction.</td>
</tr>
<tr>
<td>$N_i \geq \tau_n$</td>
<td>$U_i \leq \tau_u$</td>
<td>Repetition</td>
<td>Repeats the previous choice.</td>
</tr>
<tr>
<td>$N_i &lt; \tau_n$</td>
<td>$U_i &gt; \tau_u$</td>
<td>Social Comparison</td>
<td>Checks which means of transport is most common in the neighbourhood. In case of a tie, randomly selects one of the most common means of transport. Then compares the expected satisfaction of the selected means of transport with the previous means of transport and selects the one leading to the highest satisfaction. In case of a tie, selects one of the two means of transport randomly.</td>
</tr>
</tbody>
</table>
2.2. Empirical Foundation of MUSA

The approach used to ground MUSA into empirical values is Multilevel Validation [25]. This has been allowed by the structure of the 2009 NHTS database, which is composed by four sub-datasets, namely Household File, Person File, Vehicle File and Travel Day Trip File. The data drawn from the Person file was used as inputs for MUSA to determine agents’ preferences, while data from the Travel Day Trip file (TDTD) served as reference for the model outputs.

2.2.1. Agents’ Preferences

In order to build the agents’ preferences we analysed the Person file, focussing on those variables that expressed the properties of habitual commuting patterns [37]. Note that, instead of recording the preferences of respondents in a strict sense, the NHTS database records their behaviour. The advantage of using behavioural data is that we no longer need to take into account the value-action gap often existing in environment-related situations (e.g., [15,38]), hence avoiding the risk of over-estimating environmental-friendly choices in our sample.

Firstly, we identified a set of core variables that could allow us to trace the commuting habits of the respondents who had a job (e.g., person ID, state of residence, number of walk trips, etc.). Secondly, we selected a group of respondents who all answered to the same questions. In other words, we ignored incomplete records to make sure that the data we would work with was consistent. Subsequently, we recoded the values of these variables to normalise the unit measurements and we created three indexes (i.e., one for each eligible modality: M, NM and PT) by computing the simple average between the values of the variables considered for each index. The indexes have then been standardised in order to be used as the initial preferences of our agents [39] and their distribution is presented in Figure 1.

**Figure 1.** Index distributions: (a) private motorised vehicles (M); (b) private non-motorised vehicles (NM); (c) public transportation (PT).
2.2.2. Other Inputs of MUSA

Some of the data used by MUSA have been computed separately, in particular the environmental index and the relative cost of each means of transport, which are reported in Table 2. We interrogated the 2009 NHTS once again to find out the average distance from home to work for each type of commute (i.e., SCs and LCs), which resulted in 1.84 mi and 16.25 mi, respectively. The environmental index (hereafter \( t_j \)) is directly proportional to the emissions produced by each transport modality for an average-length commute, taking as the benchmark the most polluting one. In other words, the emissions of the most polluting means of transport have been divided by the emissions of the transport modality for which the environmental index was being computed and then subtracted from 1. This indicator equals 1 for the “greenest” transportation (i.e., NM) and 0 for the most polluting one (i.e., M). With regard to the relative cost, this has been computed in the same way, although the relation was inverted: the indicator equals 1 for the most expensive transportation and its value decreases accordingly with the expenditure related to the transportation that is being evaluated. The reference values that have been used are summarised in Table 3.

**Table 2.** Average expenditure and emissions per commute.

<table>
<thead>
<tr>
<th>Commute</th>
<th>Transportation</th>
<th>Emissions (Kg CO(_2))</th>
<th>Environmental index</th>
<th>Absolute cost ($/mile)</th>
<th>Relative cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>M</td>
<td>0.644</td>
<td>0.00</td>
<td>$1.514</td>
<td>1.00</td>
</tr>
<tr>
<td>NM</td>
<td>0.000</td>
<td>1.00</td>
<td></td>
<td>$0.204</td>
<td>0.14</td>
</tr>
<tr>
<td>PT</td>
<td>0.289</td>
<td>0.55</td>
<td></td>
<td>$0.427</td>
<td>0.28</td>
</tr>
<tr>
<td>LC</td>
<td>M</td>
<td>5.688</td>
<td>0.00</td>
<td>$13.373</td>
<td>1.00</td>
</tr>
<tr>
<td>PT</td>
<td>2.551</td>
<td>1.00</td>
<td></td>
<td>$3.770</td>
<td>0.28</td>
</tr>
</tbody>
</table>

**Table 3.** Data reference for expenditures and emissions.

<table>
<thead>
<tr>
<th>Transportation</th>
<th>Emissions (Kg CO(_2)/mi)</th>
<th>Costs ($/mi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>0.350</td>
<td>$0.823</td>
</tr>
<tr>
<td>NM</td>
<td>0.000</td>
<td>$0.111</td>
</tr>
<tr>
<td>PT</td>
<td>0.157</td>
<td>$0.232</td>
</tr>
</tbody>
</table>

In Table 3, the reference data for M emissions (Kg CO\(_2\)) has been computed as the mean of average emissions for car, light-duty truck and motorcycle, whereas the reference data for PT has been computed as the mean of average emissions for intercity rail, commuter rail, transit rail and bus business travel [40]. The reference data for PT costs per mile has been computed by dividing the 2010 total fares by 2010 total miles covered with PT [41], whereas the reference data for the costs of M has been calculated by computing the mean between the driving costs (i.e., operating costs and ownership costs calculated for 10,000 mi per year) for different private cars (i.e., small sedan, medium sedan, large sedan, 4WD sport utility and minivan) in 2012 [42]. NM costs have been assumed to be 13% of M costs. This assumption has been necessary because of the lack of uniform data for the different means of transport. Thus, the value of 13% value has been computed as the mean between two relative costs of NM in terms of M costs: the first one derives from the report authored by the website ‘The Bike Station’ [43] and the second one from Litman [44] about Danish Cycling Evaluation.
3. Model Calibration

The calibration of MUSA has been carried out by checking whether the model is able to represent the current distribution of commuting habits in the USA, derived from the TDTD dataset. We varied the need satisfaction ($\tau_n$) and the uncertainty ($\tau_u$) thresholds in the $\{0.1, 0.2, \ldots, 0.9\}$ set, running 100 repetitions of the model for each parameter combination. The starting point of the model was a situation where everybody used M.

We then chose the parameter combination leading to the average modality distribution—both for SCs and LCs—closest to the one derived from the TDTD database. More specifically, we aggregated the simulation outcomes for each parameter combination keeping SCs and LCs separated, obtaining as a result a single value for each means of transport for each type of commute. Subsequently, we computed the mean squared error (hereafter MSE) between the simulation results and TDTD data for each parameter combination. These are presented in Figure 2.

**Figure 2.** Overview of calibration results.

The model was more sensitive to variations in the $\tau_n$ parameter, even if $\tau_u$ plays a critical role for high levels of $\tau_n$ (Figure 2). This was mainly due to the fact that the former parameter crucially discriminates between the two procedures able to produce novel behaviours (social comparison and, especially, rational deliberation) and the two that tend to replicate what is already spread in the population (repetition and imitation). Except in the condition of high $\tau_n$, repetition and imitation tend to produce uniform behaviours since all agents are connected with similar ones. Most of the differences between the model outcomes depend on the frequency of the use of the rational deliberation procedure at the beginning of the run, which tends to increase with $\tau_n$ but not with $\tau_u$. Once the equilibrium is reached, almost all agents instead repeat their previous choices.

The parameter combination that led to the lowest MSE was $\tau_n = 0.7$ and $\tau_u = 0.8$. The corresponding MSE was 0.0003, which is very close to its ideal value (i.e. zero) and led to the following distribution of commuting habits: for SCs, 90% of the working population commutes by M, 3% by PT and 7% by
NM. As far as LCs are concerned, 96% of the working population commutes by M, whereas 4% uses PT. These are presented in Table 4.

Table 4. Difference between empirical and simulated commuting behaviours (proportions).

<table>
<thead>
<tr>
<th>Commute</th>
<th>Means of transport</th>
<th>Simulated</th>
<th>Empirical</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>M</td>
<td>0.896</td>
<td>0.886</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>0.030</td>
<td>0.170</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>NM</td>
<td>0.073</td>
<td>0.096</td>
<td>−0.023</td>
</tr>
<tr>
<td>LC</td>
<td>M</td>
<td>0.963</td>
<td>0.979</td>
<td>−0.017</td>
</tr>
<tr>
<td></td>
<td>PT</td>
<td>0.037</td>
<td>0.017</td>
<td>0.020</td>
</tr>
</tbody>
</table>

4. Results

This section presents the results of the policy scenarios. In order to investigate the possible behavioural change of the agents corresponding to the implementation of the policies, $\tau_n$ and $\tau_u$ have been kept fixed at the values given above while changing the price and preference parameters as indicated below.

4.1. Market-Based Policies

In this scenario we increased the prices of the modes of transport by $(1-t_j) \delta_l$ where $\delta_l \in \{0.1, 0.2, \ldots, 1.0\}$ represents the policy intensity (i.e., the price increase) and $t_j$ is the environmental index of each transport modality. This means that the higher the environmental impact of each modality, the larger the increase in its price, with $\delta_l = 1$ meaning a doubling of the price of M. A summary of the relative prices of the means of transport corresponding to the policy intensity (i.e., $\delta_l$) is presented in Table 5. Figure 3 plots the model outcomes for all the $\delta_l$ values both for SCs and LCs.

Table 5. Summary of the relative prices of the means of transport corresponding to the market-based policy intensity.

<table>
<thead>
<tr>
<th>Transportation</th>
<th>$\delta_l = 0.1$</th>
<th>$\delta_l = 0.2$</th>
<th>$\delta_l = 0.3$</th>
<th>$\delta_l = 0.4$</th>
<th>$\delta_l = 0.5$</th>
<th>$\delta_l = 0.6$</th>
<th>$\delta_l = 0.7$</th>
<th>$\delta_l = 0.8$</th>
<th>$\delta_l = 0.9$</th>
<th>$\delta_l = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>1.10</td>
<td>1.20</td>
<td>1.30</td>
<td>1.40</td>
<td>1.50</td>
<td>1.60</td>
<td>1.70</td>
<td>1.80</td>
<td>1.90</td>
<td>2.00</td>
</tr>
<tr>
<td>NM</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>PT</td>
<td>0.33</td>
<td>0.37</td>
<td>0.42</td>
<td>0.46</td>
<td>0.51</td>
<td>0.55</td>
<td>0.60</td>
<td>0.64</td>
<td>0.69</td>
<td>0.73</td>
</tr>
</tbody>
</table>

The implementation of market-based policies led to a significant increase in the share of NM to the detriment of M for SCs, while PT use remained stable at low levels. Thus for the highest policy intensity 22% of the agents decided to commute by M, 2% by PT and 76% by NM. This configuration led to a 70% reduction in CO$_2$ emissions from SCs.

On the other hand, market-based policies were unable to provide any large behavioural change in LCs. For the highest policy intensity 95% of the agents decided to commute by M, whereas 5% commuted by PT. This configuration led to a mere 0.6% reduction in CO$_2$ emissions from LCs.
Figure 3. Market-based policies results for short commutes (SCs) and long commutes (LCs). The red line represents M, the green one represents NM and the blue one represents PT.

4.2. Preference-Change Policies

In this scenario, we tested the implementation of a “green-oriented” combination of policies that could discourage the use of M while simultaneously favouring the use of less polluting means of transports. These are “preference-change” in the sense that their goal is to change commuters’ behaviours starting from their beliefs and concerns. Here, we assumed that all agents are affected equally by these policies.

Practically, preference-change policies affect agents’ preferences through a parameter $\delta_2 \in \{0.1, 0.2, \ldots, 1.0\}$ which represents the policy intensity. In this case, the policy intensity is measured as the increase in investments in this type of policy by the relevant stakeholders (e.g., public authorities). Recalling the example given in Section 1, if this policy was actually a combination of policies like marketing campaigns, provision of information about the commuting alternatives of the agents, or the introduction of environmental education throughout the period of formal compulsory education, the policy intensity could be measured as the increase in investments made by the relevant stakeholders (e.g., public authorities) to increase the effectiveness of these policies. This parameter is subtracted from the M preferences, while it is added to the preferences for NM and PT to model a decrease in the willingness to adopt M transportation and an increase in the willingness to use both NM and PT. The results of the scenarios are presented in Figure 4 both for SCs and LCs.

The implementation of preference-change policies led to a substantial increase in the share of NM to the detriment of M for SCs, while PT share remained almost constant. Since, given the structure of the model, it is trivial that agents with a preference parameter equal to one will always choose the greenest means of transport (Figure 4), we will consider here as actual maximum a policy intensity of $\delta_2 = 0.5$. The modality distribution corresponding to this policy intensity is 4% of the agents commuted by M, less than 1% by PT and almost 96% by NM. This led to a 95% reduction in CO$_2$ emissions from SCs.

In contrast with market-based policies, preference-change ones led to substantial behaviour change for LCs. The modality distribution corresponding to $\delta_2 = 0.5$ is 4% of the agents decided to commute by M, whereas 96% went by PT. This configuration led to a 52% reduction in CO$_2$ emissions from LCs.
Figure 4. Preference-change policy results for SCs and LCs. The red line represents M, green = NM and blue = PT.

4.3. Interactions among Policies

In this scenario we simultaneously implemented both policies (i.e., market-based and preference-change). The aim of this test was to investigate whether by combining these two policies we could bring about positive synergies, i.e., a change in behaviours at lower policy intensities. The results of this scenario are presented in Figure 5.

Figure 5. Results of the combination of market-based and preference change policies for SCs and LCs. On the axes are the intensities of the policies being implemented and the colour gradient represents the distribution of the agents’ behaviours. Dark blue indicates policy combinations that led to 0% of the agents using that particular means of transport, whereas burgundy represents combinations that led to 100% of the agents using that particular means of transport.
The combination of market- and preference-based policies brings about the switch to NM transportation at lower policy intensities for SCs (Figure 5a–c). Indeed, when market-based policy intensity equals 0.25 and preference-change equals 0.2 (and vice versa) 100% of the agents commuted by NM. The same does not hold for LCs, where the only policy affecting agents’ behaviours is preference-change (Figure 5d,e).

To sum up, the combination of the two policies brings about positive synergies in the SCs but not in the LCs, where the preference-change policies appear to be more effective than market-based ones.

5. Discussion

MUSA is an agent-based model developed both to show that this method could be a sound approach to test policy implementation in the transport sector and to analyse the outcomes of the implementation of two sets of policies in the USA’s commuting sector. In order to represent the habits of the USA population as realistically as possible, the construction of MUSA followed a multilevel validation, i.e., the initial preferences of the agents have been drawn from the 2009 NHTS and the outputs of the calibration have been checked against different data drawn from the same survey.

The calibration results showed that MUSA was able to reproduce the current commuting habits in the USA. This is partly due to the behavioural richness that has been included in the model by applying the “consumat” framework developed by Jager [31], which gains even more value when coupled with a realistic social network such as the one implemented in our model following the Hamill and Gilbert [34] procedure. These features were critical for both the calibration and policy-testing phases of MUSA.

We tested two types of policies: market-based and preference-change. It is worth noting here that it is not possible to better define the impact of the policies on the overall economy represented in our model. This is because the level of abstraction of MUSA is higher than the different types of policy that can be implemented. Moreover, we assume that the policies being implemented do produce the expected effect, i.e., an increase in the prices of motorised transports and an incentive to prefer non-motorised transports to motorised transports, respectively.

Market-based policies proved to be effective in promoting green behaviours for short commutes. The same cannot be said for long commutes, where the share of private motorised transports remains predominant—and almost unaltered—even after the implementation of the policy. This result is consistent with the existing literature, which often finds transport demand is not price sensitive for long commutes [45].

Preference-change policies, instead, led to the highest share of non-motorised transports and CO₂ emissions reduction for both short and long commutes. Nevertheless, the model results suggest that the combination of these policies can be remarkably effective on short commutes, but not on long ones. In the first case their simultaneous implementation creates a positive synergy that is a modal shift to non-motorised transportation at lower policy intensities (Figure 5a–c). This finding appears especially important in terms of policy feasibility since higher effectiveness at lower policy intensities possibly translates into smaller investments to achieve similar results. Conversely, the combination of policies seems to be ineffective for long commutes, where preference-change is the only factor driving the change in agents’ behaviour.
The fact that market-based policies did not significantly affect long commutes resulted in limited benefits in terms of CO₂ emission. A doubling of the price of private motorized transport, corresponding to \( \delta_1 = 1 \), indeed led only to a 0.6% emission decrease. The same reduction could be achieved by setting \( \delta_2 = 0.1 \), which probably represents a much easier target in terms of policy feasibility, while higher levels of preference change led to emission reductions up to 52% for \( \delta_2 = 0.5 \). Preference-change policies seem therefore to be more effective than price-based ones.

Note also that, in general, the share of public transports is almost never significant for short commutes. This may reflect MUSA’s sensitivity to the initial preferences of the agents. As Figure 1c clearly shows, the modal distribution of the public transport index is zero. Hence, this attitude is deeply rooted in American commuters and probably depends on structural motives (e.g., the lack of reliable public transport infrastructures). These cannot be affected by simply increasing the prices of the other modalities—at least under reasonable limits—but only by acting upon the consumers’ preferences and opportunities, for instance by significantly improving the current infrastructure level. This is clearly shown by our model. This particular result shows one of the limits of MUSA: the model does not take into account complicating factors such as the diffusion/lack of public transport in the US ground, which might explain the very low preferences among the agents for this means of transport. Other complicating factors might be the presence of adequate infrastructures in general (e.g., cycling and walking lanes, highways, etc.), the income of the commuter and the presence of disabled in the family that can prevent its members to using means of transport in preference to another.

Moreover, the insensitivity of the preferences for public transport is probably reinforced by social influence, represented in MUSA through a social network in which the agents are embedded. This feature had a clear effect in locking the agents into unsustainable behaviours. On the other hand, that behaviours related to short commutes could be easily influenced by policy-making decisions is linked to the much more even preference distribution of the non-motorised transport (see Figure 1b). Thus, even relatively weak policy intensities could significantly affect the behaviours of the agents that commute for short distances, this time favoured by the social influence effect. Note that both these features are consistent with the dynamics of consumption assumed by Jager [31] and highlighted both in Janssen and Jager [32] and Bravo et al. [33] models.

Notwithstanding the good results obtained by both policies and their combination—at least in short commutes—it is worth noting that economic incentives (i.e., our market-based policies) apparently have to be large to affect travellers’ behaviours [46] and that their implementation is likely to bring about only a temporary change in behaviours. Indeed, Dobson [21] found that once these measures are stopped, people’s behaviours are likely to revert to those they had before the market-based policy was implemented. It is hence recommended to keep them as a permanent tool to correct market distortions and not just as a temporary incentive. Moreover, Dobson [21] argued that the only way to permanently change behaviours is by changing attitudes, which can be achieved through environmental education and through the formal education system (i.e., our preference-change policies). Indeed, MUSA’s results seem to be in line with the idea that preference-change policies are more effective in promoting stable and widespread sustainable behaviours.

Nonetheless, we are aware that convincing people not to use their cars is a real challenge. However, the results related to the implementation of our preference-change policies suggest that if we could find a “trigger policy” that could act on the reason why they prefer to use cars instead of other means of
transport, their impact could be critical. The formalisation of this kind of policy is a challenge in itself because different communities have different “triggers”, but tailoring of policies (e.g., [6,47]) to make them fit closely to the targeted segments of population could bring about successful behaviour change.

In conclusion, two lessons can be learnt from this study. First, the implementation of agent-based modelling in the transport field appears a sound way to test the performances of different policies *ex-ante* (i.e., before the actual implementation of the policy). This approach needs much lower investments, in terms of both time and money, than *ex-post* evaluation methods, however depends on the availability and quality of data that is able to inform agents’ behaviours and networks to reflect real behaviours. Second, our model based on the data available, shows that the use of different policy interventions are not mutually exclusive. National administrations should therefore use all policy analysis tools available, including agent-based modelling, to test not a single specific policy, but rather the right combination of measures leading to sustainable commuting-styles.
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