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Abstract: Insulators of the kind used for overhead transmission lines institute important kinds of
insulation control, namely, electrical insulation and mechanical fixing. Because of their large exposure
to the environment, they are affected by factors such as climate, temperature, durability, the easy
occurrence of explosions, damage, the threat of going missing, and other faults. These seriously
influence the safety of the power transmission, so insulation monitoring must be conducted. With the
development of unmanned technology, the staff used unmanned aircraft to take aerial photos of the
detected insulators, and the insulator images were obtained by naked eye observation. Although this
method looks very reliable, in practice, due to the large quantity of insulator-collected seismic data,
and the complex background, workers are usually relying on their experience to make judgements, so
it is easy for mistakes to appear. In recent years, with the rapid development of computer technology,
more and more attention has been paid to fault detection and identification in insulators by computer-
aided workers. In order to improve the detection accuracy of self-exploding insulators, especially in
bad weather environments, and to overcome the influence of fog on target detection, a regression
attention convolutional neural network is used for optimization. Through the recursive operation
of multi-scale attention, multi-scale feature information is connected in series, the regional focus
is recursively generated from coarse to fine, and the target region is detected to achieve optimal
results. The experimental results show that the proposed method can effectively improve the fault
diagnosis ability of insulators. Compared with the accuracy of other basic models, such as FCAN
and MG-CNN, the accuracy of RA-CNN in multi-layer cascade optimization is higher than that in
the previous two models, which is 74.9% and 75.6%, respectively. In addition, the results of the
ablation experiments at different scales showed that the identification results of different two-level
combinations were 78.2%, 81.4%, and 83.6%, and the accuracy of selecting three-level combinations
was up to 85.3%, which was significantly higher than the other models.

Keywords: attention mechanism; convolution cascade; insulator failure; target detection

1. Introduction

Over the past decade, much research has been based on the traditional machine
vision algorithm for fault detection. Some researchers consider the color characteristics
of insulators. Zhang [1] converts the image from RGB color space to HIS color space
and uses morphological algorithms in HIS space to locate the insulator target and realize
fault detection. Li [2] applies the OTSU threshold segmentation algorithm to extract the
insulator in the RGB space target. Han [3] identifies the insulator object according to the
image color transformation and OTSU algorithm and uses the spatial sequence relationship
between insulators to construct a feature for fault diagnosis. Some scholars make fault
diagnoses according to insulator morphology characteristics. For Wu [4], fault diagnoses
are made according to the membership function of the difference degree of measurement,
the standard difference matrix of insulator failure, and, on the basis of an improved SIFT
algorithm, he takes advantage of the differences between the insulators to extract the feature
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points, which established fixed detection templates. The failure of insulators is effectively
detected by using contrast and template difference. Zhang [5] divides insulators into
blocks and judges insulator failure according to the similarity of block structure. Zhao [6]
using an OAD–BSPK algorithm, divides insulators according to angle of insulator shape
and the size of accurate positioning. Other researchers have used feature point matching
algorithms to extract insulator targets. Reddy MJB [7] extracted insulator characteristics
using discrete S transform and applied it to SVM classifier recognition. Jiang [8] used
OTSU and SIFT methods to generate insulator feature vectors, separate insulators one by
one, and calculate Euclidean spacing between adjacent insulators so as to determine the
fault free insulator sheet. Zhang [9] combines corner matching and spectrum clustering
to diagnose insulator faults. Shang [10] uses AdaBoost classifier to identify insulators
and calculate the Euclidean distance between the insulators, thus realizing fault detection.
On this basis, the insulator fault diagnosis method based on the combination of image
processing and machine learning classifier is proposed. First, the characteristics of the
insulator are designed, and the insulator is classified by the machine learning classifier so as
to achieve the purpose of positioning and fault recognition of the insulator. However, due
to the influence of illumination, angle, complexity, and other factors, the characterization
ability of the feature information is not strong, and the recognition effect of the model is
poor. At the same time, because a characteristic of manual design is the identification of
specific targets, its generalization performance is very low, and it is difficult to accurately
detect insulator failure in complex environments.

Therefore, insulator defect detection technology based on deep learning technology
has attracted more and more scholars’ attention. Feng [11] et al. combine stochastic forest
classification with a convolutional neural network and applied it in the identification of
insulator defects. They use stochastic forest classification to segment the original image and
determine the location of insulators, and then apply convolutional neural network to the
fault classification of insulators so as to locate faulty insulators. Wang [12] et al. propose
an improved optimization model based on the full convolutional network to identify
insulators and defects. In this model, the full connection layer is removed, multi-scale
pooling and hole convolution are added, and two objective optimization functions are used
to optimize the model. Finally, the correctness of the model are proved through experiments.
Qiu [13] et al. propose a two-stage target detection technology based on Faster-RCNN+ FPN
framework, carry out image acquisition by UAV, optimize the anchor size by a clustering
algorithm according to the structural characteristics and defect types of the insulators, and
improve the target positioning by using the IoU threshold cascade structure and overall RoI.
In addition, Soft-NMS+ voting is used to optimize the transmission line so as to achieve
the purpose of detecting insulator defects. Zeng Weiyun [14] propose to improve the
positioning algorithm of YOLO (You Only Look Once) v3 insulators combined with the
bottle layer design-level multi-scale network to improve the positioning degree in one step
and introduce K-means clustering algorithm to fit the prior knowledge of insulators to
improve the accuracy of the positioning algorithm. Ricardo, M. Prates et al. [15] establish
a classification model that can automatically identify the compatibility of insulators by
collecting more than 2500 images. The model can obtain benefits from photos and realize
the prediction of insulator types by strengthening real details so as to improve the effect of
fault detection. Zhao et al. [16] propose a new insulator detection algorithm based on the
fast regional convolutional neural network. The detection data of insulation devices are
established, and the Faster-CNN model are fine-tuned. The anchor generation of Faster-
CNN model and the NMS in region proposal network (RPN) are improved to make the
detection of insulators more effective. However, the current method based on deep learning
still has many difficulties in insulator fault diagnosis. First of all, the data are insufficient;
the existing aerial photographic data are often very unbalanced, and the number of typical
insulator samples is large, but the number of fault samples is small, so it is difficult to carry
out feature learning. In addition, in order to ensure safety, a strict safety distance must be
observed when the UAV is used for electric patrol, which is generally not within five meters.
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However, in some areas with strict control, the distance will become further because it is
too far away. Therefore, the volume of the insulator is usually very small in the pictures
taken from the air (even less than 1%) so it is difficult to detect such a small object. At the
same time, there is a lot of fog and other complex external meteorological conditions in the
collected images, which will also have a great impact on the detection of faults. Aiming at
the problem of positioning and fault detection of insulators of overhead transmission lines,
insulation image data obtained from the actual and research entry points are different, and
the methods adopted are also different. From the current research situation, the research
on insulator location is the most commonly used and effective method at present, but
there are few studies on insulator fault diagnosis. In this paper, based on the popular deep
learning technology, a cascade insulator detection system of “positioning + recognition” is
established, which can realize the comprehensive and effective detection of insulators and
their faults in overhead transmission lines.

2. Methods
2.1. Experimental Process

The convolution cascade network structure is composed of three levels. The network
structure of the three levels is the same, but the parameters between them are uncorrelated.
Each level has a classification and a regional sampling. Classifiers of input image feature
extraction, classification, and regional sampling are based on the extraction of characteristic
value to determine the range of interest as a next step input. Various degrees of output
can be obtained by reciprocating work. The overall flow chart for this article is shown in
Figure 1.
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Figure 1. Integral flow chart.

Firstly, a unified preprocessing method is used to adjust the size of all images of the
training set and the test set to 224 × 224. The model in the three layers of network structure
and regional sampling module functions on the basis of using the multi-level comprehen-
sive evaluation hierarchical structure instead of the original classification method. SCALE1
in three-dimension network structure is based on the first level image classification and
feature extraction for the input of information, and then on to the next level of the network
structure for SCALE2 convolution operation. This was repeated three times and three
different results were finally obtained. Figure 2 shows the specific results.

In Figure 2, continuous hierarchical sampling of the input image is carried out, and
the details of the image are continuously refined. Pt is the output of the convolution
model after t pooling processing; N is the attention region collected from the extracted
feature information and it is taken as the next level of classification and sampling. Y(m)

is a classification marker for the output of the m layer; P(m)
t is the possibility of accurate

classification of the m layer; Lcls is a missing classification module; Lrank is the loss of a
local sampling component. The details are shown in Figure 1.
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2.2. Classification Module

The core work of the machine vision is to partition the direction of the target. The full
convolutional neural network [17,18] is the first systematic study of the method combining
convolution operation with multi-layer image segmentation. The system adopts the higher
volume, no connection layer, which can be realized to map and different specifications of
the input image segmentation. In addition, when establishing the network, researchers
use the leapfrog method to enable the network to obtain high-level and low-level image
features so as to enrich the characteristics of the target image, which involves many well-
known network structures. However, the full convolutional neural network [19–21] also
has its shortcomings. This method cannot take the characteristics of the different scale areas
which closely relate together, so its performance is limited. Subsequent research results
are also based on this conclusion, and more information extraction and aggregation have
been explored.

The size and specification of the convolutional core are the main factors in its receptive
area. As the amount of information increases, the receiving capacity of the network also
increases, but the amount of computation also increases, which adversely affects the
timeliness of the network. This method applies a new convolution approval rule in the
global circumferential convolution [22], which saves a lot of computation. Without more
calculations and parameters [23,24], the extended convolution kernel is able to accept a
larger information field. Based on the convolution kernel, the expansion factor is introduced
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into the convolution kernel to find the spacing between the weights of the convolution
kernel. Similar approaches have also been used in subsequent work [25–27].

Traditional coding and decoding structures are usually used in image segmentation.
The decoder is a kind of probability graph, the input image transforms it into pixels
classification. On the coding and the structure of the decoder, the connection layers are
combined realize the background and the background in the fusion of different scale.
Deconvolution network coding and the analytic method is used to analyse the first cut
of the image so as to achieve the source data of high-performance testing. SegNet also
employs the network architecture of the compiler. In this paper, we introduce a novel
upward sampling method so that networks with the same performance have smaller
parameters. U-net [28,29] has been widely used in medicine and many papers in this area
have been based on it [30–32]. In addition, using the multi-layer taper network structure
is a common application. Based on the characteristics of the network structure of the
pyramid [33,34], it is effective for target detection. In the aspect of image segmentation,
ResNet technology is used to extract the feature information by using ResNet, and then
the feature information is input into the pyramid model, and the feature maps of various
scales are processed, and the data are fused.

RNN is a commonly used algorithm, but some papers use RNN for image segmen-
tation. With the rapid development of GAN technology, many scholars have conducted
a variety of machine vision experiments, including image segmentation [35–37]. Another
point of view is that the image segmentation method [38,39] divide information into the
theme and edge; thus, the use of the display model and the boundary of the subject matter
is optimized. The SNE—RoadSeg estimation method is the method of using curved surface
vector density information from depth to extract the characteristics of the surface normals,
thus achieving the goal of space division.

In the traditional network mode, the output P5 of the 5-stage pool is generally used as a
method to calculate the loss function and determine the category label. However, the image
characteristics contained in P5 will be lost due to the change of sampling module area after
multi-layer convolution. Based on this, we put forward a method based on multivariate
composite. The method can be classified according to the choice of suitable network
structure of convolution kernels, which reduces the in-classification the characteristic
information loss caused by the sampling. The specific results are shown in Figure 3.
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3. Experiments

In recent years, people pay more and more attention to the mechanism, and the
attention model is introduced in aspects of machine vision. Common attention and spatial
attention focus on modules including channel attention to enhance the network structure by
extracting characteristic information from a single pixel point in the local area to strengthen
the connection between each channel [40–42], and enhance the network structure of spatial



Sustainability 2023, 15, 3456 6 of 14

attention [43]. GANet [44] built a closed space module so as to realize the adaptive multi-
scale features interactive mechanism. FocusNet [45] adopted encoding. Child paid attention
to the parallel branch module and produced a gradient flow which is used to optimize
the segmentation mask. The multimodal fusion network [46] using multiple channels is
encoded separately. It extract feature information and the information combined with
design attention mechanism integration module. GSANet [47] used selective attention
to extract information pixels at different spatial locations and levels. Researchers [48]
established a bidirectional attention model, which was used to process information in the
foreground and background, and a parallel reverse attention module [49] for processing
polyp colonoscopy images, which used the reverse attention module (reverse attention
module) to partition the target area and the edge area. Some researchers [50] proposed
a method of utilizing self-attention to construct and analyze the attention region. The
researchers used the attention network to detect the boundary regions of polyp images.
Attention in the network is designed to use the image of target region and will pay attention
to the space and the characteristics of the target area for information. The system can deal
well with the position relationship between polyps and edges. In training, multiple channel
data can also be used for further learning. Some researchers have proposed a way to use
the global attention (such as outlook), and the attention of local information mechanism,
adopting a multi-channel and multitasking training strategy and using the training image
and the target area image at the same time.

When determining the region to be sampled, it is assumed that the point in the
upper left is the origin of coordinates, the left and right directions of the X and Y axes
are positive directions, respectively, and the upper left and lower right directions of the
region to be sampled are represented by ttl and tbr, respectively, Where tx, ty and tl are the
step difference values of pixel values corresponding to x and y directions respectively, as
expressed by the following Equations (1) and (2):

tx(tl) = tx − tl , ty(tl) = ty − tl (1)

tx(br) = tx + tl , ty(br) = ty + tl . (2)

Introducing a differential map to reflect the attention direction of recursion reduces the
information loss brought by the model and sample model. Color is deeper the higher the
concentration of focus. Take tx, for instance, where M′(tx) attention recursive tx differential,
and (3) function below:

M′(tx) =


< 0 x → tx(tl)
> 0 x → tx(br)
= 0 otherwise

. (3)

As can be seen from Figure 4, in the image judgment of the sample area, the initial
positioning method is first adopted, and then high-precision segmentation and amplifica-
tion are carried out so as to obtain more feature information. Due to the graduality, down
stitching will be an adverse effects on the subsequent identification, so you can use the
improved method to improve the characteristics of upward feedback mechanism. First
of all, it is assumed that the upper left coordinate in the figure is the starting point, and
the directions of the X- and Y-axes are assumed to be right. On this basis, the addition
and clipping operation of elements is used. Because the result of mapping of derivative
attention inward from the edge of image transformation, L′rank(tx) is positive, so in the
process of recursive, tx is smaller. Figure 4 shows the first line of the two kinds of differ-
ent ratio of an image attention body movement. The second row represents a direction
of attention mechanism, namely the simulation in the input image. Figure 4 shows the
specific results.
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When considering the balance of information loss and clipping elements among
multiple convolution levels, an adaptive optimization algorithm is needed to screen out
the optimal solution for calculation. Genetic algorithm (GA), ant Colony algorithm (ACO),
Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC), and Cuckoo Search (CS)
are all optimization algorithms based on population. A probabilistic search algorithm for
optimization steps is implemented by means of iteration. The experimental thermal map of
the above five optimization algorithms combined with the algorithm in this paper is shown
in Figure 5 below.
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Figure 5. Optimization algorithm comparison. (a) Location of real deeds image; (b) GA optimization
results; (c) CA optimization results; (d) ABC optimization results; (e) CS optimization results; (f) PSO
optimization results; It can be clearly seen from the figure that, compared with the real image position,
only CS and PSO have positive optimization effect, and PSO has the best optimization effect.
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Figure 5 shows that the temperature curve of the insulator identified by PSO coincides
with the actual target detection point, so the PSO method is used to optimize it in this paper.
Particle swarm optimization (PSO) is a stochastic optimal method used to simulate the
flight and foraging of birds. This method is suitable for the complex nonlinear optimization
problems this paper aims to solve.

PSO algorithm is used to solve the optimal problem; each particle represents a feasible
solution, through the optimization of the objective function, so that every particle in the
group can find the optimal solution through a series of motions. In each particle group, the
motion law of particles is as follows (4) and (5):

v(t)i = ω(t)v(t−1)
i + Mr1

[
xbest

i − x(t−1)
i

]
+ Lr2

[
xbest − x(t−1)

i

]
(4)

x(t)i = x(t−1)
i + vt

i , (5)

The t in the movement time of particles (t > 0); x(t)i is the position vector of the particle
at time t, xbest

i is the historical best position vector of the particle in motion, xbest is the best

historical position vector of the whole body, and v(t)
i is the velocity vector of the particle at

time t.M and L, respectively, corresponding to attention paid to the recursive function with
RA−CNN loss function. r1, r2 is random numbers in the interval [0, 1]. Omega (t) is the
following (6) calculation of adaptive inertia weight coefficients:

ω(t) = (ωmax −ωmin)Ps(t) + ωmin. (6)

In the formula, ωmax is the maximum and minimum of the inertia; the maximum
and minimum weighted coefficient and the initial value is usually 1.0 and 0.3. Ps(t) is the
ratio of to-better-position movement of the particles. fi(x) is the adaptation degree of the
particles in the gait at t, and calculated by the Equation (7):

f (I) = ωc
1 ∗ f1 + ωc

2 ∗ f2 + · · ·ωc
5 ∗ f5. (7)

The model consists of five pooling layers, and five types of prediction results are
analyzed. On this basis, the weight of five levels corresponding to its adaptive ability is
obtained by using the inter-level attention recurrence function and the information loss
function. The final input image classification results are performed by multilevel VGG-PSO
tags, then the category Y(m) of each layer is inserted into the full connection layer, and the
final classification results are obtained by softmax. A specific treatment of the weighted
heat map is shown in Figure 6.
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4. Results

By extracting the multi-level region of interest, the obtained region can not only
cover the structure information of the whole object, but also effectively protect the local
geographic information. In addition, when the input image is extracted from the second
and third level, the information contained is more significantly different, and the extracted
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attention area is similar to the direction of human perception, which is conducive to fine
classification. This can be seen in Figure 7 below:
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Figure 7. Different target in the region of the three scale.

According to the above results, after the multi-stage cyclic convolution operation, with
the deepening of the network, the extraction ability of the feature model also increases,
which is mainly because the number of feature layers increases with the further deepening
of the features in the multi-stage convolution. Specifically, we can see that in the convo-
lution operation, each layer carries out a certain number of convolution kernel expansion
operations. In this process, we can find that each layer uses a certain number of feature
extractors, and we find an interesting phenomenon: with the deepening of the network
depth, feature extractors become more rich and complex. Note that, at different levels, the
recursive function changes and the information loss function is as follows in Figure 8.
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In order to make the experimental effect more obvious, considering the target detection
and recognition results among different models, classical models FCAN [51] and MG-
CNN [52] are introduced to compare the experimental results among different algorithms
and verify the performance of the optimization algorithm. The experiment was set up based
on the TensorFlow deep learning framework in Windows10 environment. The experiment
dataset was divided into training set, verification set, and test set in a ratio of 6:3:1. Detailed
parameters were set as follows Table 1.
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Table 1. Experimental configuration and parameters.

Name Parameter Name Parameter

DDR 128 GB size 214 × 214 × 3
CPU Inter Core i7 iterations 120
GPU 1080Ti batch 16

system Windows 10 threshold 0.4
editor Pycharm 3.8 factor 0.0005

algorithm NMS learning rate 5 × 10−5

Meanwhile, ablation experiments are conducted in the Internet Explorer dataset to
compare the performance of different algorithms, as shown in Table 2.

Table 2. Ablation experiment.

Size (MB) FLOP/s mAP (%) FPS Training Time (h)

FCAN [37]
(single-attention) 31.6 M 14.453 48.3 5.3 7.5

MG-CNN [38]
(single-granularity) 24.3 M 15.45 51.2 4.6 8.3

RA-CNN (scale 1 + 3) 22.3 M 5.66 55.2 15.3 9.6

RA-CNN (scale 2 + 3) 24.5 M 6.32 49.3 19.8 10.5

RA-CNN (scale 1 + 2 + 3) 20.2 M 3.82 58.6 25.4 18.43

Note: bold values correspond to the best performance in the current table. Abbreviation: FLOP/s, the number of
floating-point operations per second; FPS, frames per second; MAP: MAP precision.

From the above table, it can be seen that the target detection accuracy changes at
different scales. The detection accuracy of the second layer and the third layer is 81.5%
and 80.8%, respectively. The complete RA-CNN model of three-dimension connection
(1 + 2 + 3) produces the highest accuracy (up to 85.3%). Compared with the FACN model
and MG-CNN model, the improved model has a relative increase of 12.2% and 11.4%,
respectively, indicating that the optimized model has a good ability of attention recursion
for orbital target detection. At the same time, the RA-CNN(SCALE2) model without
attention recurrence optimization has a significant gap in accuracy with other scales,
indicating that loss optimization has a certain optimization effect on attention recurrence.

The test results between optimization models are given at different scales. The per-
mutation and combination method is used to test the three-tier scale. The results of the
relevant experiments are shown in Table 3 and Figure 9

Table 3. Experimental results of different convolution models.

Approach Accuracy (%)

FCAN (single-attention) 74.9
MG-CNN (single-attention) 75.6

RA-CNN (scale 1) without initial
(
tx, ty, tl

)
79.4

RA-CNN (scale 1) 81.5

RA-CNN (scale 2) 80.8
RA-CNN (scale 2 + 3) 83.6
RA-CNN (scale 1 + 2)
RA-CNN (scale 1 + 3)

78.2
81.4

RA-CNN (scale 1 + 2 + 3) 85.3
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5. Conclusions

An insulator is an important insulation control used for electrical insulation and
mechanical fixing of overhead transmission lines. Because of its large exposure to the
environment, it is affected by factors such as climate, temperature, durability, the easy
occurrence of explosions, damage, the threat of going missing, and other faults. In order to
improve the detection accuracy of self-exploding insulators, especially in bad weather, and
overcome the influence of fog on target detection, regression attention convolutional neural
network is used and optimized. Through the multi-scale attention recursive operation,
the feature information on the multi-scale is connected in series, the regional focus is
generated from coarse to fine recursion, and the target region is detected to achieve the
optimal results. Experimental results show that this method can effectively improve the
fault diagnosis ability of insulators. Compared with other basic models, such as FCAN
and MG-CNN, the accuracy of RA-CNN in multi-cascade optimization is higher than
that in the first two models, which is 74.9% and 75.6%, respectively. In addition, the
results of ablative experiments at different scales show that the identification results of
different two-stage combinations are 78.2%, 81.4%, and 83.6%, respectively. The accuracy
of selecting three-stage combinations is as high as 85.3%, which is significantly higher than
the other models. However, compared with other basic models, the model proposed in
this paper, while pursuing the recognition accuracy as much as possible, results in the
negative growth of model memory size and running speed to a certain extent. Considering
the balance between recognition accuracy and system speed is one of the future research
directions of the authors. In addition, the authors will continue to study in greater depth the
problems that insulators may cause under different forms of environmental interference,
including image pollution, information defects, fuzzy ghost, etc., so as to improve the
accuracy and reliability of insulator fault detection and ensure the safe operation of power
supply equipment.
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