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Abstract: With the increasing number of deep rock engineering projects, many different types
of tunnels have emerged, such as cross-tunnels. These tunnels intersect with each other in rock,
which causes potential safety hazards. We must analyze the stability of the surrounding rock, to
ensure worker safety. This article presents a method for dynamically assessing the stability of
the surrounding rock in deep-buried cross-tunnels. The method consists of two main analysis
steps: (1) P-wave velocity field inversion; and (2) Stability analysis of the surrounding rock. The
P-wave velocity field inversion involves inverting the S-wave velocity field by Rayleigh wave and
inverting the P-wave velocity field by adjoint state traveltime tomography. Then, a method of
stability analysis is proposed which is used to update the mechanical properties of the rock (based
on the continuously updated wave velocity field). The elastic modulus of the surrounding rock is
approximated throughout the excavation process. CASRock V1.0 (Cellular Automation Software for
engineering Rockmass fracturing processes) is used to assess rock damage via the equivalent plastic
shear strain and local energy release rate. The new method is used to analyze the stability of a new
tunnel excavated in Jinping (in China). The results reveal the severity and spatial distribution of the
damage caused. The yield depth is concentrated near the sidewalls, while the top and bottom of the
tunnel exhibit a smaller depth. The yield depths present a particular pattern of change (high–low–
high–low) with increasing distance from tunnel #2. Finally, this research enriches our understanding
of excavating deep cross-tunnels and makes an important contribution to improving worker safety in
deep cross-tunnels.

Keywords: deep cross-tunnel; stability analysis; velocity inversion; excavation-damaged zone;
CASRock

1. Introduction

Rapid economic development has led to an increase in deep rock engineering projects [1].
Deep-buried projects encompass various tunnel types, such as cross-tunnels. Cross-tunnels
intersect with each other within rock formations to fulfill specific project requirements [2].
However, excavating new tunnels close to existing tunnels may cause risks to the stability of
the surrounding rock. Consequently, this may lead to the formation of significant cracks and
other deformations [3]. Hence, it is imperative to conduct an analysis of the stability of the
surrounding rock in cross-tunnels, in order to ensure the safety of workers and devices.

The excavation-damaged zone (EDZ) is an important indicator that is used to quanti-
tatively characterize the effects of excavation and stress redistribution in the surrounding
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rock [4,5]. Excessive rock damage in the EDZ can significantly affect the stability of an engi-
neering structure. Therefore, EDZ is a critical consideration in the analysis of stability [6].
Complex stress interacts when new and old tunnels overlap (including the effects caused
by blasting and support operations), which further complicates the development of the
EDZ [7].

Using drilling or blasting data to monitor the development of an EDZ has proved to
be feasible [8,9]. Specifically, the development of EDZ can be dynamically monitored by
inverting the velocity field [10]. The drilling or blasting signals received by sensors can be
used to invert the velocity field. However, the times of drilling or blasting events recorded
in practice are often imprecise which causes serious challenges when performing travel-
time tomography. Accurate timing information is essential for calculating traveltime [11].
Previous studies have shown that the Rayleigh wave is related to the characteristics of
an EDZ [12]. Meanwhile, the Rayleigh wave can also be used to invert a layered S-wave
velocity field [13]. Therefore, using the Rayleigh wave is a suitable method to obtain the
S-wave model of an EDZ. The initial time of a drilling or blasting signal can be calculated
by back-propagating rays in the layered S-wave velocity model.

The first-arrival traveltime tomography method is widely recognized as an ef-
fective way of inverting velocity fields [14]. Different inversion methods have been
developed based on various forward-modeling techniques. For example, tomography
has been achieved using ray-tracing techniques based on the shortest path or curved
rays, and methods using the eikonal equation and adjoint states [15]. Utilizing the
eikonal equation with the fast-marching method (FMM) or fast-sweeping method (FSM)
simplifies the complexity of the calculation considerably. Thus, the computation speed
can be significantly improved.

The velocity field in a rock is closely linked to its mechanical properties [16]. Contin-
uously updating the velocity field allows for the update of parameters that describe the
mechanical properties. These parameters can then be used in numerical simulations to
predict the stability of the surrounding rock. Numerical simulations play a crucial role in
stability analyses and assessing hazards in rock engineering. Commonly employed tech-
niques include the finite-element method, finite-difference method and discrete-element
method, as well as methods using particle flow code, the finite-discrete element method,
and the continuum–discontinuum finite-element method [17–21].

Deep rock engineering is characterized by unique geological conditions: high three-
dimensional stress, complex spatial relationships, stress paths that change significantly
after excavation, and prevalent tension-fracture failure behavior [22]. To address these
questions, researchers have developed three-dimensional numerical analysis methods and
mechanical models that can effectively capture the geological conditions and deformation
characteristics of deep rock masses [23,24]. Appropriate numerical indicators must be
used to evaluate the stability of rock masses. Computational analysis-based indicators [25]
that are widely used include the yield approach index, failure approach index, brittleness
evaluation index, equivalent plastic strain index, energy release rate, and EDZ evaluation.
Recently, the degree of rock fracture and local energy release rate (LERR) indicators have
been introduced to represent the dominant failure behavior of deep rock masses under
tension-fracture failure [26]. These indicators precisely reflect the rupture processes in-
volved, their locations and degrees of severity, and also the energy released locally during
the excavation process.

The mechanical parameters chosen to characterize a rock mass have a profound impact
on the results of numerical calculations. These values are often determined through meth-
ods like laboratory tests, inverse analysis, and direct in situ measurements [27]. However,
the direct application of laboratory test results is often inadequate. On the other hand, on
site measurements are often costly and very challenging, especially those aimed at deter-
mining the rock’s cohesive strength or deformation modulus [28]. Recent advancements
have enabled the deformation modulus to be estimated via field displacement measure-
ments and inverse analysis [29]. Nevertheless, the accuracy of such measurements is also
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limited because the accuracy of multi-point displacement meters or tunnel convergence
meters is limited. This results in significant time delays and hinders making estimations in
real time [27]. Hence, there is an urgent demand for establishing a numerical simulation
method that accurately reflects the real-time evolution of mechanical parameters. This is
essential for achieving precise stability analyses in deep rock engineering.

In this article, we primarily use a traveltime tomography method to invert the het-
erogeneous P-wave velocity field based on drilling and blasting data. By converting the
inverted P-wave velocity field into material parameters for the rock, the parameter fields
can be calculated continuously. These parameter fields are then input into the CASRock
(Cellular Automation Software for engineering Rockmass fracturing processes) software
to facilitate numerical simulation and analysis. The rock damage (depth, degree, and
magnitude) is evaluated using two parameters: the equivalent plastic shear strain (eps)
and LERR. This research aims to lay a foundation for ensuring the safety of workers and
services in deep tunnels.

2. Methodology
2.1. Overall Workflow

The workflow involved in our stability analysis method is shown in Figure 1. Two
major steps are involved: P-wave velocity field inversion, and stability analysis of the
surrounding rock. We outline each of these in turn.
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Step 1: P-wave velocity field inversion
Before inverting the P-wave velocity field, we need to determine an accurate starting

timepoint t0 of the blast concerned. A dispersion curve is extracted from the signals
produced by the blast wave using the phase-shift method [29]. The S-wave velocity field
can then be obtained via a process of iteration. We need to iterate the velocity field until the
dispersion curve of the inverted S-wave velocity field fits that of the real S-wave velocity
field. The eikonal equation for the inverted S-wave velocity is then solved by the FMM, in
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order to yield the traveltimes from the source to the sensors. Then, we can calculate t0 from
the difference between the inverted traveltime and S-wave arrival time.

The adjoint-state traveltime tomography method is then used after every blast to
obtain an image of the velocity field. The absolute propagation time of a P-wave can be
calculated by the difference between the starting timepoint t0 and the arrival time of the
P-wave. The initial P-wave velocity model for tomography can be estimated by the slope
of the P-wave event axis in the wave series and the S-wave layered model. When the
difference between the simulated traveltime and absolute traveltime corresponds to the
optimal match, the updating process is stopped and the velocity field model is output. The
method updates the velocity field in the region between the source and the array of sensors.
After each drilling or blasting event, a new velocity field inversion can be performed to
obtain a new P-wave velocity field of the surrounding rock.

Step 2: Stability analysis of the surrounding rock
In the case of rock materials, the wave velocity is commonly associated with the

Poisson’s ratio, elastic modulus, and density of the rock. We assume that the Poisson’s
ratio and density of the rock remain constant during excavation so that we can perform an
approximate calculation. Then the elastic modulus of the rock surrounding the tunnel can
be obtained. The elastic modulus parameter field is input into the CASRock V1.0 software
to perform numerical simulations. The degree of damage to the surrounding rock is then
evaluated by two parameters (eps and LERR) based on the results from CASRock.

2.2. Adjoint-State Traveltime Tomography

The basic principle of adjoint-state traveltime tomography is to iteratively update the
velocity field model until the simulated (theoretical) traveltime data gradually matches the
actual traveltime data. The actual traveltime Tobs of the signal is calculated via:

Tobs = ts − t0 (1)

where ts is the arrival time of the P-wave recorded by the sensor and t0 is the time when the
blasting event occurred. An objective function J can be defined to evaluate the difference
between the observed times and theoretical traveltimes during the inversion process [30]:

J(c, t) =
1
2

∫
∂Ω

[
t(r)− Tobs(r)

]2
dr (2)

where c is the velocity field model and r is a sensor in the monitoring section ∂Ω. The
time Tobs(r) represents the observation time at sensor r, and t(r) represents the theoretical
traveltime. t(r) is obtained by solving the eikonal equation for velocity model c by the
FMM [31]. To obtain the inverse matrix, an adjoint-state variable (λ) is added to the
objective function:

J(c, t, λ) =
1
2

∫
∂Ω

[
t(r)− Tobs(r)

]2
dr− 1

2

∫
Ω

λ(x)
[
|∇t(x)|2 − 1

c2(x)

]
dx (3)

where λ (x) is the adjoint-state parameter. To solve the equation, we need to determine the
adjoint parameter field λ first:

m·λ∇t = t(r)− Tobs(r) (4)

∇·[λ∇t] = 0 (5)

where m is the unit normal vector to the boundary ∂Ω at position r. Equations (4) and (5)
can be solved by the fast sweeping method [32]. Then, we can obtain the gradient formula
based on λ:

∇J(x) =
∂J
∂c

= −
∫

Ω

λ(x)
c3(x)

dx (6)
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The gradient of the objective function is defined after introducing the adjoint-state
parameters [33]. Finally, we update the velocity field model:

cn+1 = cn + αn·∇Jn(cn) (7)

where αn is the step size used in the nth iteration. When the result for the objective function
equation is less than a given threshold, the inversion iteration is stopped to yield the final
velocity field model.

The inversion process to find the velocity field in the surrounding rock after each
drilling or blasting event can be summarized as follows (Figure 2):

(a) Extract the dispersion curve of the drilling and blasting signals by the phase-shift
method [29]. Using the disturbance-inversion method [34], we invert the layered
S-wave velocity model. Then, we can obtain the S-wave traveltime by solving the
eikonal equation. Combining this with the arrival time of S-wave, the accuracy
starting timepoint t0 of the drilling and blasting event can be calculated.

(b) The observed traveltime Tobs
k (k = 1, 2, . . . , N) is calculated for each sensor according

to Equation (1), where N is the numbers of sensors.
(c) The theoretical velocity field model cn(i = 1, 2, 3, . . .) is calculated by solving the

eikonal equation using the FMM. Adjoint parameters λ are now obtained by solving
Equations (4) and (5). Furthermore, λ is substituted into Equation (6) to obtain the
gradient ∇Jn(x) of the objective function.

(d) We use the gradient ∇Jn(x) and value of αn to calculate the new speed model cn+1.
Then, we determine the size of the misfit and the pre-set threshold R. If the misfit is
smaller than R, the final speed model c is output; if the misfit is larger than R, we
return to step (c).
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2.3. Stability Analysis with Dynamically-Updated Mechanical Properties
2.3.1. Updating the Mechanical Properties

In general, employing the approach outlined in Section 2.2 yields the wave velocity
field at a specific location during the excavation process. To enable the mechanical parame-
ters to be updated in real time, it is necessary to convert the wave velocity field into the
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corresponding mechanical parameter field. In the case of rock materials, the wave velocity
is commonly calculated by the following relationship:

v =

√
E(1− µ)

ρ(1 + µ)(1− 2µ)
(8)

In the above equation, E, µ, and ρ represent the elastic modulus, Poisson’s ratio, and
density of the rock material, respectively.

It should be noted that the elastic modulus is strongly affected by historical processes,
such as loading and unloading during excavation. This influence is commonly described as
‘damage’, and can be calculated in accordance with the fundamental definition of damage
using the following expression:

D =
Ec

E0
(9)

where Ec represents the current elastic modulus of the rock and E0 represents its initial
elastic modulus. Then, combining this with Equation (8), we obtain the relationship
between Ec, E0 and vc, v0:

Ec

E0
=

v2
c

v2
0

(10)

where vc represents the current wave velocity, and v0 represents its initial wave velocity.
However, it should be noted that Equation (8) includes three material parameters

related to the rock. To simplify the calculation process, we assume that the rock’s
Poisson’s ratio and density remain relatively constant during excavation and unloading.
By adopting this approach, it becomes feasible to calculate the elastic modulus of a
specific location promptly.

2.3.2. Simulation Platform

CASRock is a numerical modeling software specifically designed for geotechnical
analyses of engineering rock masses [20,22]. Its applications encompass engineering design,
predicting safety factors, research and testing, and failure back-analysis. In CASRock, rocks
are conceptualized as assemblies of heterogeneous deformable cells that interact with each
other. The software enables local mechanical responses (e.g., movement and deformation)
to be simulated for each individual cell. It considers the various influences coming from
neighboring cells, including external forces, elastoplastic forces, inertial forces, chemical
or biological forces, heat, seepage, cracking, invasion, and friction. The state of a cell
undergoes a continuum-to-discontinuum transformation, representing the elastic, plastic,
and failure stages, which is quantified by an internal variable. Cell interactions follow
a self-organizing evolution from the local level to the neighboring cells. The evolution
process varies based on the state of the local cell. Global equilibrium is attained following
the calculation of each local cell and subsequent propagation of any influences. More
detailed information and the principles of CASRock can be found in Reference [35].

CASRock was utilized in this paper to analyze the stability of the surrounding rock.
It should be noted that the Mohr–Coulomb strength criterion with tensile cut-off [36] and
cohesion weakening and friction strengthening (CWFS) models [37] were adopted for the
rock material. In general, this requires just nine parameters: elastic modulus, Poisson’s
ratio, tensile strength, initial cohesion, initial friction strength, residual cohesion, residual
friction strength, ultimate plastic strain associated with cohesion weakening, and plastic
strain associated with friction strengthening. In addition, the elastic modulus is updated in
real time during the calculation based on the wave velocity field presented in Section 2.2.
Meanwhile, the equation of elastic modulus presented in Section 2.3.1 (i.e., Equation (10)).
The main parameters needed as input into CASRock are listed in Table 1.
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Table 1. Main parameters.

Parameters

Initial stress
conditions

Elastic
modulus

Poisson’s
ratio Cohesion Inter friction

angle
Tensile

strength
Plastic
strain

2.3.3. Stability Analysis

In this paper, two indicators are used in the stability analysis: eps and LERR [25].
The first indicator provides insight into the size of the plastic zone, depth, extent, and
magnitude of the damage. This indicator has been extensively used in engineering stabil-
ity analyses, and has demonstrated its scientific validity and practical applicability [23].
The second indicator (LERR) assesses the amount of energy released during the damage
process and provides another indication of the severity of the damage. It has been em-
ployed in numerous studies to evaluate the severity of brittle damage phenomena, such as
rockbursts [38].

3. Case Study

In this section, we use the new method to analyze the stability of the surrounding
rock in the Jinping tunnel. A new tunnel B was excavated by drilling and blasting. We can
analyze the stability after each drilling or blasting event with the new method. CASRock is
used to analyze the surrounding rock. Some parameters needed as input into CASRock
are listed in Table 1. It should be noted that the elastic modulus is updated by the P-
wave velocity, while other parameters are approximate estimates from previous studies in
Jinping [39–41].

3.1. Background

In 2009, two auxiliary tunnels (tunnels #1 and #2 in Figure 3a) were established
between the traffic and drainage tunnels in the Jinping II hydropower station in China
(CJPL-II). Recently, a new tunnel B connected to tunnel #2 was designed to be excavated.
The relative position and cross-sections of the two tunnels are shown in Figure 3b. The
project lies at a depth of 2400 m, where the ground stress at the site was over 60 MPa.
Furthermore, the rock surrounding the tunnel is mainly marble, which is brittle and high-
strength. Intense rockbursts have occurred frequently in the adjacent diversion tunnels,
resulting in several deaths and large-scale destruction of equipment. For example, during
the excavation of laboratory D of CJPL-II, an incredibly intense rockburst occurred that
nearly destroyed the entire support structure (Figure 3c). The volume of rock violently
failing in a brittle manner in the rockburst was about 350 m3, and the rock burst failure
thickness was approximately 3 m. The instability of the rock in the adjacent projects is
a serious challenge. It is possible that a complex rock disaster (e.g., rockburst and stress
collapse) could occur when the new tunnel B is excavated because of the harsh geological
conditions. Thus, the analysis of the surrounding rock is essential for the new tunnel B.

The construction method of tunnel B adopts the drilling or blasting method. The
signals produced by the drilling or blasting can be used to invert the wave velocity field.
Thus, the stability of surrounding rock can be analyzed by the method proposed in Section 2.
To obtain the signals of the drilling or blasting, we can utilize microseismic sensors. The
signals produced by rock fracturing or blasting were both recorded in real time.

A sensor array consisting of eight sensors was employed, the layout of which is shown
in Figure 4. The arrangement of microseismic sensors follows four principles:

(1) The distance between the drilling and blasting source and sensors must be sufficient
to ensure the normal working of sensors.

(2) The location of each sensor is fixed during the excavation of tunnel B.
(3) The sensor array needs to be placed on the same side as the new tunnel B.
(4) The coordinates of different sensors need to be staggered spatially.
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With the help of microseismic sensors, we can receive blasting signals. The analysis of
the stability of the surrounding rock is feasible in this project.

3.2. Tomography Results

The first blast waves recorded by the eight sensors during the excavation of the new
tunnel B are shown in Figure 5a. It can be seen that multiple explosions were artificially
excited during this blasting event. The waves from each explosion are clearly visible, and
there is little interference between the adjacent explosion amplitudes. The first blasting
wave is used to invert the P-wave velocity field. Figure 5b shows an expanded view of
the wave from the first explosion. It clearly shows the P-waves, which can be identified
manually. Four of the sensors (S1–S4) are closer to the blasting source than the other four
(S5–S8). As a result, the arrival time of the S-wave at sensors S5–S8 can be more clearly
identified. Figure 5c shows that the wave propagates from the source to the sensors S1, S4,
S5, and S8 in turn.

As the distance between the source and sensor increases, the degree of separation
between the P- and S-wave gradually increases. In addition, the wave characteristics and
arrival times at sensors S2 and S3, S6 and S7, are found to be very similar. Combining these
results with the sensor arrangement shown in Figure 4 (note that S2/S6 and S3/S7 have
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different heights compared to the others), it can be expected that the velocity field can be
simulated very well in this 2D example.
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Figure 5d shows the dispersion curve extracted from the blasting signal. The dis-
persion curve reflects how the phase velocity of a propagating surface wave varies with
frequency. The speed at higher frequency tends to be low, while higher speeds are found
at frequencies between 50 and 175 Hz. Using the dispersion curve, the layered S-wave
velocity model can be inverted using the improved perturbation-inversion method [34].

In the initial layered S-wave velocity model, the velocity increases with depth, as
shown in Figure 6b. On the other hand, the final inverted layered S-wave velocity, which is
also shown in Figure 6b, exhibits nonlinear changes with depth. Figure 6a shows that the
dispersion curve obtained using the inversion results is very close to the actual dispersion
curve observed. It can, therefore, be considered that the inverted layered S-wave velocity
model is both reasonable and accurate.
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The FMM can now be used to solve the eikonal equation for the inverted layered
S-wave velocity model. The results yield the traveltimes of the S-waves propagating
from the blast source to the eight sensors. Combining these results with the manually
selected S-wave arrival time, t0 can be calculated to be 23:19:51.64450 on 1 September
2021. The value of t0 is now used to estimate the absolute traveltimes of the P-waves
and P-wave velocity field tomography by the adjoint-state method. The imaging results
are shown in Figure 7.
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The initial velocity field is shown in Figure 7g. The other plots in Figure 7 show how
the velocity field between the source and sensor array changed as the excavation process
proceeded. The inversion results show that the high-speed region of the velocity field
(white dashed box in Figure 7d) is consistent in Figure 7a–d. It also implies that the velocity
is relatively high in these parts at depths of 4–10 m. However, the velocity field does not
change significantly in the depth range 15–20 m. This is because the ray traces from the
sources to the sensors do not travel through this area. However, the velocity field in this
area is updated as the rays gradually pass through these deeper rocks (Figure 7e,f) when
the depths of the sources increase further.

The black dashed box in Figure 7f highlights a region where the velocity is significantly
lower than that in the 4–10 m depth range. The inverted velocity fields can be used to
identify the EDZs at different depths. In the present case, the inverted velocity fields
suggest that the integrity of the deeper (15–20 m) rock is relatively poor.

3.3. Stability Analysis Results
3.3.1. Simulation Setup

Figure 8 illustrates the fundamental configuration employed in the simulations of this
study. As shown in Figure 8a, a relatively large rectangular model is used that measures
100 m × 100 m × 200 m. The longer dimension (200 m) corresponds to the direction of the
axis of tunnel #2, which pass through the entire model. Significantly, our main research
object is new tunnel B, which is located near the center of the model. The size of the model



Sustainability 2023, 15, 15139 11 of 21

ensures that the boundaries of the model are 3–5 times the diameters of both auxiliary
tunnel #2 and tunnel B (see geometries displayed in Figure 3b).
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Displacement constraints were applied to all six faces of the rectangular model during
the loading process. In detail, the left and right faces were constrained to zero along the
X-direction, the front and back faces were constrained to zero along the Y-direction, and the
top and bottom faces were constrained to zero along the Z-direction. Figure 8b illustrates
the mesh used to model tunnel #2 and tunnel B. Overall, a tetrahedral meshing approach
was employed in our simulations. The grid resolution for tunnel #2 was set to 0.5 m, while
that for tunnel B was 0.1 m. The remaining areas used a grid resolution of 2 m. Finally,
the entire model was divided into 101,706 grids with different sizes. After the completion
of the auxiliary tunnel, the excavation of tunnel B proceeded in accordance with the real
excavation timeline. Figure 8c presents the specific excavation stages.

The damage criterion and mechanical model presented in Section 2.3.2 were used with
the parameter values specified in Tables 2 and 3. The elastic modulus update process starts
from stage 2 (Figure 8c). It should be noted that the elastic modulus is updated throughout
the excavation process by the algorithm in Section 2.3.1. Figure 9 shows how the elastic
modulus varied at different stages of the excavation process. The overall trends are in line
with the plots shown in Figure 7. It is essential to clarify that our study is focused solely on
investigating the impact of tunnel #2 on the excavation of tunnel B. Thus, this study ignores
changes in the wave velocity field and elastic modulus when tunnel #2 was excavated.
Additionally, updating the wave velocity field discussed in Section 2.2 starts from stage 2.
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Table 2. Initial stress conditions.

σx (MPa) σy (MPa) σz (MPa) τxy (MPa) τyz (MPa) τzx (MPa)

47.56 54.55 62.19 4.52 2.35 15.14

Table 3. Main mechanical parameters.

Parameter Initial Peak Stress Residual

Elastic modulus (GPa) 29.2 Updated Updated
Poisson’s ratio 0.23 0.23 0.23
Cohesion (MPa) 35.0 25.9 7.8
Internal friction angle (◦) 30.0 37.0 51.0
Tensile strength (MPa) 1.5 1.5 1.5
Plastic strain (‰) 0.0 2.0 6.0
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3.3.2. Temporal Failure Characteristics

Figure 10 presents eps contours calculated along slices in the YZ-, XZ-, and XY-planes
during the excavation of tunnel B (i.e., stages 1 to 7). These images highlight the plastic
zones in the surrounding rock. As can be seen, the extent of the plastic zone, and hence, the
degree of damage progressively increases during the first four excavation stages. However,
the contours change minimally after stage 5. This suggests that the majority of the damage
develops primarily during the first four excavation stages (ignoring the effects of support
systems). Furthermore, the rate of damage growth is most rapid from stage 1 to 2. Less
additional damage occurs from stage 2 to 3, even less from stage 3 to 4, and subsequent
changes (from stage 5 to 7) are negligible. This implies that as excavation progresses, there
is a gradual deceleration in the rate of damage development. Therefore, the most significant
damage (in extent and degree) occurs within the first 4.5 m of excavation (i.e., prior to stage 3).
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3.3.3. Spatial Failure Characteristics

Figure 11 presents the Epstn and LERR results for tunnel B at various distances from
the auxiliary tunnel just after the completion of excavation stage 7. The Epstn results in
the second column of Figure 11 reveal a clear trend–the closer the proximity to tunnel #2,
the larger the plastic zone and more severe the damage. Figure 11(b0), corresponding to
a distance of 0 m from tunnel #2, clearly exhibits the most extensive amount of damage.
Adjacent to the sidewalls, all the Epstn values surpass 0.03. Over the distance from 4 m
to 18 m, the maximum Epstn values range from approximately 0.012 to 0.018. When the
distance is 16 m, the Epstn value is merely ~0.006.

Similar spatial trends are found in the LERR results. That is, moving away from tunnel
#2, the extent and magnitude of the energy release diminishes. It should be noted that the
sidewall on the left in Figure 11(b18) and Figure 11(c18) exhibits slightly higher levels of
damage and energy release. This is due to the proximity of the wall to the excavated palm
face. Nevertheless, this does not impact the overall trend: the damage extent and energy
release decreases with increasing distance from tunnel #2.

In this work, the threshold of the eps value is 0.006 (as shown in Table 3). The rock is
considered to be completely destroyed when the eps value is beyond 0.006. We define the
‘yield depth’ to be the maximum depth from the sidewall at which the eps value exceeds
0.006. A quantitative analysis of the results allows a comparison to be made between the
yield depth and maximum energy release rate, as shown in Figure 12.
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Figure 12. Spatial variation of the yield depth and maximum energy release rate. (a) Evolution of
yield depth and maximum energy release with distance from tunnel #2. (b) Distribution of yield
depth across a cross-section of tunnel B.

Figure 12a shows that the yield depth and energy released progressively decrease
as the distance from tunnel #2 increases. This is consistent with the contour plots shown
in Figure 11. The yield depths for different parts of the tunnel are further illustrated in
Figure 12b, which provides a cross-sectional view of their variation. It is evident from this
(Nightingale) distribution map that the largest yield depths are concentrated near the left
and right sidewalls of the tunnel. Furthermore, the yield depth can be as large as 5 m. In
contrast, the yield depths at the top and bottom of the tunnel are much smaller.

Figure 12a suggests that the yield depth peaks in the 0–2 m range, decreases in the
range 4–6 m, and then reaches a second peak in the 8–10 m range. There is a high–low–
high–low regional variation in the yield depth. Likewise, the maximum energy release is
highest at 0 m and exhibits additional local extremes at 4 m and 10 m. These intriguing
findings may be because of the presence of a zone with increased wave velocity or elastic
modulus in the 4–10 m distance range. In the Section 4, we further explore the effect of
updating the elastic modulus in real time on the damage zone and the extent of energy
release, delving into these interesting observations.

4. Discussion

We apply the new method to analyze the stability of the surrounding rock in the
Jinping tunnel. There are some issues that need to be further studied.

(1) Comparison with traditional stability analysis method

Figure 13 presents a comparison between conventional method and the new method
proposed in this article. The contour plots of the eps values calculated by the continuously
updated elastic modulus are shown in Figure 13a,b. Meanwhile, the contour plots of the
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eps values calculated by the conventional method are shown in Figure 13c,d. The results in
Figure 13a,c relate to cross-section ‘A’ in Figure 13b,d (i.e., 2.5 m from the tunnel #2).

Sustainability 2023, 15, x FOR PEER REVIEW 19 of 22 
 

We apply the new method to analyze the stability of the surrounding rock in the 
Jinping tunnel. There are some issues that need to be further studied. 
(1) Comparison with traditional stability analysis method 

Figure 13 presents a comparison between conventional method and the new method 
proposed in this article. The contour plots of the eps values calculated by the continuously 
updated elastic modulus are shown in Figure 13a,b. Meanwhile, the contour plots of the 
eps values calculated by the conventional method are shown in Figure 13c,d. The results 
in Figure 13a,c relate to cross-section ‘A’ in Figure 13b,d (i.e., 2.5 m from the tunnel #2). 

The simulations predict a much greater level of damage in magnitude and extent 
when the elastic modulus is updated. In the field, severe damage is found to occur near 
A. Thus, the traditional method fails to adequately reflect the field damage (Figure 13c,d). 
However, the new method effectively addresses this limitation of the traditional method 
by dynamically updating the elastic modulus (Figure 13a,b). 

    
Figure 13. Comparison of eps contours calculated using the conventional method (bottom row) and 
our new method (top row). In (a,b), the modulus of elasticity is updated in real time and (a) is a 
cross-sectional view taken along the line A in (b), which is a plan view. (c,d) are the equivalent plots 
simulated using a constant modulus of elasticity. 

It must be remembered that the excavation of tunnel B commenced sometime after 
auxiliary tunnel #2 was excavated. Consequently, an EDZ would have formed around 
tunnel #2 before the excavation of tunnel B. This can be observed in the wave velocity field 
monitored, as shown in the white dashed box in Figure 13b. The creation of an EDZ will 
cause stress concentrated in regions further from the tunnel, leading to a more compacted 
rock mass at a distance of 4–10 m from tunnel #2. This explains the increase of the local 
wave velocity zone in Figure 13b. In areas where the wave velocity and elastic modulus 
are both high, the ability of the rock mass to store energy increases. This results in more 
significant elastoplastic deformation and a corresponding decrease in the degree of energy 
release. The phenomenon explains the high–low–high–low zonal variation in the yield 
depth depicted in Figure 12a. Furthermore, this trend of increased elastoplastic 
deformation at high wave velocities and high elastic modulus is particularly evident. For 
example, the small region with high eps values is observed near the tunnel sidewalls 
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Figure 13. Comparison of eps contours calculated using the conventional method (bottom row) and
our new method (top row). In (a,b), the modulus of elasticity is updated in real time and (a) is a
cross-sectional view taken along the line A in (b), which is a plan view. (c,d) are the equivalent plots
simulated using a constant modulus of elasticity.

The simulations predict a much greater level of damage in magnitude and extent
when the elastic modulus is updated. In the field, severe damage is found to occur near
A. Thus, the traditional method fails to adequately reflect the field damage (Figure 13c,d).
However, the new method effectively addresses this limitation of the traditional method by
dynamically updating the elastic modulus (Figure 13a,b).

It must be remembered that the excavation of tunnel B commenced sometime after
auxiliary tunnel #2 was excavated. Consequently, an EDZ would have formed around
tunnel #2 before the excavation of tunnel B. This can be observed in the wave velocity field
monitored, as shown in the white dashed box in Figure 13b. The creation of an EDZ will
cause stress concentrated in regions further from the tunnel, leading to a more compacted
rock mass at a distance of 4–10 m from tunnel #2. This explains the increase of the local
wave velocity zone in Figure 13b. In areas where the wave velocity and elastic modulus
are both high, the ability of the rock mass to store energy increases. This results in more
significant elastoplastic deformation and a corresponding decrease in the degree of energy
release. The phenomenon explains the high–low–high–low zonal variation in the yield
depth depicted in Figure 12a. Furthermore, this trend of increased elastoplastic deformation
at high wave velocities and high elastic modulus is particularly evident. For example, the
small region with high eps values is observed near the tunnel sidewalls between the two
dashed boxes in Figure 13b. In contrast, Figure 13d fails to capture the regional nature
of the elastoplastic deformation caused by the excavation of tunnel #2. Essentially, the
damage is most significant close to auxiliary tunnel #2, with the eps values falling below
0.003 at all other locations.

(2) Parameters calculation

The analysis of the surrounding rock in CASRock requires many mechanical pa-
rameters. This article proposes a method that dynamically updates the elastic modu-
lus calculated by the P-wave velocity field. Other mechanical parameters are estimated
by previous studies [38–40]. Because the Jinping project has been conducted for years,
many experiments and numerical simulations have fully studied the geological condi-
tions and mechanical parameters in Jinping. Thus, the parameters input into CASRock in
Tables 2 and 3 are reliable.

(3) Sustainability development

With the development of the economy, the number of deep underground projects is
increasing. The emergence of cross-tunnels is inevitable. This method can analyze the
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stability of the surrounding rock in cross-tunnels and indicate a dangerous area. Then,
the dangerous area is subjected to strengthening support and other preventive measures.
Thus, this method can reduce the occurrence of accidents and economic losses. In addition,
environmental damage from the project will be minimized as disaster prevention measures
are implemented. Finally, we conclude that the method plays a positive role in social
sustainability development.

5. Conclusions

In this article, we develop a method aimed at calculating the stability of the surround-
ing rock in a deep-buried cross-tunnel in real time. The method is applied in the Jinping II
hydropower station. The following conclusions can be drawn:

(1) A method is proposed for analyzing the stability of the surrounding rock during exca-
vation. The method consists of inverting the velocity field dynamically by adjoint-state
traveltime tomography and stability analysis based on CASRock. The mechanical
properties of the surrounding rock are updated in real time by considering the dy-
namic changes in the wave velocity field in the rock. The method considers the
historical changes occurring in the elastic modulus as unloading proceeds during
cross-tunnel excavation. In CASRock, the Mohr–Coulomb strength criterion and
CWFS model are integrated. The degree of damage to the surrounding rock can be
evaluated using two parameters (eps and LERR).

(2) We applied the method in the Jinping II hydropower station and obtained some interesting
information about the zoning phenomenon induced by the excavation process.

a. There is a progressive increase in the extent and severity of the damage during
the initial stages of the excavation. The most substantial damage occurs within
the first 4.5 m of excavation. Close proximity to the auxiliary tunnel correlates
with larger plastic zones and increased damage.

b. A spatial analysis of the distribution of the yield depth in the rock further reveals
that the largest yield depths are concentrated near the sidewalls. In contrast, the
yield depths at the top and bottom of the tunnel vaults are much smaller. The
yield depth exhibits a distinct pattern of variation with distance from the auxiliary
tunnel (‘high–low–high–low’). The peaks occur in the 0–2 and 8–10 m zones. This
pattern may arise due to localized increases in wave velocity.
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