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Abstract: A rural built-up area is one of the most important features of rural regions. Rapid and
accurate extraction of rural built-up areas has great significance to rural planning and urbanization. In
this paper, the spectral residual method is embedded into a deep neural network to accurately describe
the rural built-up areas from large-scale satellite images. Our proposed method is composed of two
processes: coarse localization and fine extraction. Firstly, an improved Faster R-CNN (Regions with
Convolutional Neural Network) detector is trained to obtain the coarse localization of the candidate
built-up areas, and then the spectral residual method is used to describe the accurate boundary of
each built-up area based on the bounding boxes. In the experimental part, we firstly explored the
relationship between the sizes of built-up areas and the kernels in the spectral residual method. Then,
the comparing experiments demonstrate that our proposed method has better performance in the
extraction of rural built-up areas.

Keywords: rural built-up area extraction; remote sensing; spectral residual; deep neural network

1. Introduction

A built-up area is one of the most obvious targets in remote sensing images, and a
rural built-up area is a very important part that cannot be ignored. The rural built-up area
contains not only the rural buildings but also the area among buildings, such as roads, trees,
vegetation and other man-made objects. Rural built-up areas play an extremely important
role in agricultural production and the lives of farmers. Rapid and accurate extraction
and mapping of rural built-up areas has great significance in various fields, such as rural
development and planning, rural land management and monitoring, rural population
estimates and rural modernization process.

In recent years, a number of automatic built-up area detection methods have been
proposed. These methods can fall into the following three categories: typically index-based
methods, image classification, and visual attention models. For the index-based methods,
Zha et al. [1] presented a method based on normalized different built-up index (NDBI),
which was successfully applied to extract the urban built-up areas using Landsat TM
imagery. Similar various indices with NDBI (such as PanTex [2], IBI [3], NBI [4], and
MBI [5]) are also proposed to extract the built-up areas. The index-based methods are
simple and rapid, however, the formula of the index must be changed with different sensors
and the optimal threshold is difficult to determine.

The image classification method is the most common method for extracting built-up
areas. This method of image classification can be roughly divided into two categories:
unsupervised classification and supervised classification. For the unsupervised classifica-
tion, Tao et al. [6] first located candidate built-up regions with an improved Harris corner
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detection, then detected built-up areas using an unsupervised classification with texture
histogram modeling, spectral clustering, and graph-cuts. Sirmacek and Unsalan [7] first
extracted the edges and corners of buildings in different orientations using Gabor filters,
and then used these local feature points to vote for candidate urban areas. Chen et al. [8]
extracted building edges with the Canny operator and configured them into several straight
lines, and then formed a spatial voting matrix to extract the built-up areas. As for the
supervised classification, they need a set of specific training samples to learn features for
detection. Pang et al. [9] used a support vector machine (SVM) to detect built-up areas with
efficient textural features extracted from the contourlet transform domain. Zhong et al. [10]
presented an ensemble model to merge multiple features and learn their contextual in-
formation to obtain an urban area perspective. Other machine learning techniques are
also utilized for extracting built-up areas, for examples, decision trees [11] and random
forests [12,13].

In terms of visual attention models, it is a technique to derive important and prominent
information from a scene in natural pictures. In recent years, visual attention methods are
employed in remote sensing images for built-up area detection. Li et al. [14] proposed an
improved Itti model to detect the salient targets in remote sensing images. Zhang et al. [15]
detected the built-up areas in frequency domain with the Fourier transform. Li et al. [16]
used spectral residual (SR) method to extract rural residential regions in Gaofen-1 images.
The performance of the SR method is perfect in small-scale regions, but the result is
unsatisfactory in a large-scale image, which is shown in Figure 1.

tellite i

mage (b) The extracted built-up areas

Figure 1. Extracted result of built-up areas in a large-scale satellite image. (a) Satellite image; (b) The
extracted built-up areas.

Fortunately, the rapid development of the deep neural network (DNN) within the
ImageNet contest [17-20] in recent years has given an opportunity for its use in remote
sensing images and many other fields [21-24]. The traditional methods mostly focus
on small regions, and DNN gives a good prospect for the extraction of built-up areas
in large-scale images. Tan et al. proposed a segmentation framework based on deep
feature learning and graph models to extract built-up areas [25,26]. Zhang et al. extracted
the built-up areas based on the convolutional neural network (CNN), and chose Beijing,
Lanzhou, Chongqing, Suzhou and Guangzhou of China as the experimentation sites [27,28].
Igbal et al. proposed a weakly-supervised adaptation strategy and designed a built-up area
segmentation network to extract built-up areas in diverse built-up scenarios in Rwanda [29].
Ma et al. proposed a new fusion approach for accurately extracting urban built-up areas
based on the use of multisource remotely sensed data, i.e., the DMSP-OLS nighttime light
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data, the MODIS land cover product and Landsat 7 ETM+ images [30]. However, these
studies mostly are concentrated in urban areas, while there are relatively few studies in
rural areas. Different from urban areas, rural built-up areas are smaller and more scattered,
and they are often staggered with vegetation and farmland. Therefore, the results may be
not satisfactory by using the method based on urban areas directly.

In this paper, the spectral residual (SR) method is embedded into the deep neural
network to extract the built-up areas from large-scale satellite images, and the study area
is focused on rural regions. Our proposed method is composed of two processes: coarse
localization and fine extraction. Firstly, an improved Faster R-CNN detector is trained to
obtain the coarse localization of the candidate built-up areas, and then the SR method is
used to extract the accurate boundary of each built-up area based on the bounding boxes.
It should be noted that the experimental part is another highlight of this paper. In the
experimental part, we firstly explored the relationship between the sizes of built-up areas
and discussed the kernels in the SR method. Then, the proposed method is compared to
other methods, and the experiments demonstrate that our proposed method has a higher
accuracy. The remainder of this paper is organized as follows: Section 2 introduces the
overall architecture of our approach. Section 3 shows our experiments and results. Section 4
then discusses the results. Finally, a conclusion is drawn in Section 5.

2. Methods

As illustrated in Figure 2, the proposed method contains two processes to extract
the rural built-up areas: coarse localization and fine extraction. Firstly, in the coarse
localization, an improved Faster R-CNN detector is utilized to produce the bounding box
of the candidate built-up areas in large-scale satellite images; meanwhile the indicated
possibility of being a built-up area is also recorded. Then, in the fine extraction, the SR
method is used to describe the accurate boundary of each built-up area based on the
bounding boxes.

Coarse T Fine
localization 3 ‘ 1 extraction

Bl i el ol

Bounding boxes Built-up areas
Figure 2. The flowchart of the proposed method for rural built-up area extraction.

2.1. Coarse Localization

In our proposed method, an improved Faster R-CNN model with a ResNet-FPN
backbone is used to obtain the coarse localization of the candidate built-up areas in satellite
images, and meanwhile the indicated possibility of being a built-up area is also recorded.
The framework of detecting the bounding boxes of built-up areas is shown in Figure 3. The
Faster R-CNN module consists of three steps, which is described as follows:

1.  ResNet-FPN is chosen as the backbone in the Faster R-CNN. The residual networks
(ResNet) are easier to optimize by residual learning in deeper neural network, and a
50-layer ResNet [20] is adopted in our framework. However, if the size of built-up
areas to be detected is small, the information on the final feature map may disappear
due to continuous down-sampling. In order to solve the problem, the feature pyramid
network (FPN) [31] is adopted to the ResNet. The different scales in FPN can merge
low-level location with high-level semantics in order to detect the built-up areas with
different sizes in large-size satellite images.

2. In the original region proposal networks (RPN) design, a small subnetwork performs
built-up area/non built-up area classification and bounding box regression on a
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single scale convolution feature map. In the proposed framework, we adapt RPN
by replacing the single-scale feature map with the FPN. As shown in Figure 3, the
feature maps with different scales provided by the ResNet-FPN backbone are fed in
the RPN, respectively, to obtain more potential built-up proposals, which can increase
the accuracy of different sizes of built-up areas.

3. In the proposed framework, the RoIAlign [32] is adapted by replacing RolPooling.
The RolAlign leads to large improvements by using bilinear interpolation to compute
the exact values of the input features at four regularly sampled locations in each Rol
bin, and aggregating the result. The RolAlign processes the proposals with different
sizes into a fixed size, and then they are input to the full connection layers for final
classification and location refinement. Finally, the bounding box of each built-up
area is detected; meanwhile, the indicated possibility of being a built-up area is
also recorded.

—» RolAlign

o]
:

|
ResNet-FPN g RPN G

Bounding boxes

Feature maps Proposals

Figure 3. The framework of detecting the bounding boxes of built-up areas.

2.2. Fine Extraction

Based on the bounding boxes provided by the coarse localization, the accurate bound-
ary of each built-up area is extracted by using the SR method. The SR method is one of the
visual attention models that detects salient objects in the pictures. Hou et al. discovered the
relationship between the human visual system and the log spectrum. By analyzing the log
spectrum of a large number of natural pictures, they found that they shared similar trends.
Therefore, it is assumed that the part which jumps out of the average trend indicates the
salient information of the image [33]. For a large-scale satellite image, the built-up area is
the salient information of the image. The framework of the SR for built-up area extraction
from the bounding boxes is shown in Figure 4. Given an input image I(x) with the detected
bounding boxes, the built-up area map is computed as follows:

1.  Theimage f in frequency domain is computed by the formula

f=F((x)). (1)

where F refers to the Fourier transform.
2. The spectral residual R(f) of the image is defined by

R(f) = L(f) — h(f) x L(f), e

where L(f) = log(A(f)), and A(f) denotes the amplitude spectrum of the frequency f.
h(f) is a local average filter, and h(f) x L(f) is the average log amplitude spectrum,
which indicates the general shape of log spectra. Thus, the spectral residual R(f)
indicates the salient objects (i.e., the built-up areas) from the image.

3. The final saliency map in spatial domain is computed by the formula

S(x) = F~'[exp((R(f) + P())I?, ®)
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where F~! refers to the inverse Fourier transform, and P(f) denotes the phase spectrum
of the frequency f.

4.  Based on the saliency map, the Otsu threshold is used to obtain the binary image of
the built-up areas.

Bounding boxes

Fourier Transform

- h(f)x

L(f) P(f) iKeep)

v

Inverse Fourier Transform

Saliency map

Otsu Threshold

Built-up areas

Figure 4. The flowchart of the SR to extract built-up areas from the bounding boxes.

3. Experiments and Results
3.1. Experimental Data

In this paper, experimental datasets are captured by Gaofen-1 (GF-1), Ziyuan-3 (Z2Y-3)
and WorldView-2 (WV-2) remote sensing satellite images, mainly located in Hebei province
in China. The GF-1 remote sensing satellite was successfully launched on 26 April 2013,
which can provide panchromatic images with 2 m resolution and multispectral images with
resolution of 8 m. The ZY-3 remote sensing satellite was launched on 9 January 2012, which



Sustainability 2022, 14, 1272

6 of 16

can provide panchromatic images with 2.1 m resolution and multispectral images with
resolution of 5.8 m. WV-2 satellite can provide panchromatic images with 0.5 m resolution
and multispectral images with resolution of 1.8 m, and the parameters of three sensors are
shown in Table 1.

Table 1. The parameters of GF-1, ZY-3, and WV-2 sensors.

Sensors

Shooting Time

Panchromatic MultiSpectral

Resolution (m) Spectrum (um) Resolution (m) Spectrum (um)

GF-1

2017.04.22

0.45-0.52
0.52-0.59
0.63-0.69
0.77-0.89

2 0.45-0.90 8

ZY-3

2018.04.07

0.45-0.52
0.52-0.59
0.63-0.69
0.77-0.89

2.1 0.50-0.80 5.8

WV-2

2018.08.25

0.45-0.51
0.51-0.58
0.63-0.69
0.77-0.89

0.5 0.45-1.04 1.8

The creation of the dataset in this experiment takes the VOC2012 dataset as a reference,
and the dataset consists of three parts: images, annotations, and index file. Data augmenta-
tion is widely used for preventing overfitting in deep neural networks, and it is essential
to train the network on the desired invariance and robustness properties, when only few
training samples are available. Abundant spectral information, which is underutilized
by the deep neural networks, is contained in remote sensing images, and it is the most
notable characteristic that differs from other image datasets. In this paper, in addition to
the most common forms of data augmentation, such as flipping, cropping, and rotation,
a new form DropBand is employed [34]. This method executes this operation by all the
bands of an input image. With dropping a band of images out, the error rate of the deep
neural networks can be reduced.

The framework of automatic detection of the bounding box of built-up areas from
satellite images in a large scale depends on deep neural network, whose performance relies
on the training data. In order to achieve the satisfactory result, a total of 47,088 samples are
collected from GF-1, ZY-3, and WV-2 sensors, and the sample set is randomly divided into
the training set, validation set and testing set with the proportion 6:2:2, details are shown
in Table 2. There are no overlaps among the two data sets. Each sample contains only one
built-up area, and the size of each built-up area is inconsistent.

Table 2. The division of sample dataset.

Images Built-Up Areas
Training set 789 29,608
Validation set 256 8662
Testing set 270 8818

The framework is implemented by pytorch framework and Python. The hardware
platform includes 64 G memory, Intel Xeon E5-2643 v4 CPU and a NVIDIA Quadro P4000
GPU. In the training stage, the corresponding parameters are summarized as follows: the
warm up strategy is used in the training process, and the initial learning rate is set to
0.005. After 5 epochs, the learning rate decreases by 0.33 time, optimization algorithm as
momentum + SGD (learning rate = 0.005, momentum = 0.9, weight_decay = 0.0005).
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3.2. Impact of the Sizes of Built-Up Areas

In the proposed method, the accurate boundary of each built-up area is extracted
using the SR method after getting the bounding boxes. In this stage, there are two kernels
to be specified. The first kernel refers to the local average filter h(f) in the formula (2) in
Section 2.2. The second kernel refers to a Gaussian filter in order to better visual effects
in [33].

Based on the observation of the rural built-up areas, it is found that the size of each rural
built-up area is diverse. Some built-up areas are larger, and some are smaller. Figures 5a and 6a
give two different sizes of the built-up areas. Figure 5 shows the results of three different
sizes of the second kernel for a smaller built-up area with the size of 256 x 239, which the
first kernel is specified as 3. Experimental results indicate that: (1) the size of 35 gives the
best result among the three sizes of the second kernel. (2) When the size of the kernel is
7, the extracted result is more fragmented (Figure 5b); when the size is 101, the result is
smoother (Figure 5d). The results of the two sizes are not satisfactory. As shown in Figure 6,
the results of the same three sizes of the second kernel for a larger built-up area with the
size of 688 x 1069 are given, which the first kernel is also specified as 3. Experimental
results indicate that the size of 101 gives the best result, and the other two sizes do not
perform so well.

(a) Input image

() (3,7) (c) (3,35) (d) (3,101)

Figure 5. The results of the different kernels for a built-up area with smaller size.

(a) put image (b) 3,7) () (3,35) (d) (3,101)

Figure 6. The results of the different kernels for a built-up area with larger size.

The two experiments indicate that the size of the two kernels directly affects the results
of built-up area extraction, and the size of the kernel should be different for the different
sizes of the built-up areas. In order to choose the optimal sizes for the different sizes of the
built-up areas, the experiments are carried out in this subsection.
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According to the sizes of the built-up areas, the built-up areas are divided into four
groups. The range of the first group is about 150 x 150 pixels. The range of the second
group is about 250 x 250 pixels. The range of the third group is between 500 x 500 pixels
and 700 x 700 pixels. The range of the fourth group is greater than 900 x 900 pixels. For
each group, we have tried to find the optimal sizes of two kernels.

In the experiments, the overall precision (P), recall (R) and F-Measure (F) [35] are used
to evaluate the performance of the algorithm to extract built-up areas. P, R, and F are

defined as: P
P=TpiFp @
TP
R=—
TP+ FN ©®)
2
F:(1+/3)><P><R ©)
B2 xP+R

where TP is correctly detected pixels by using algorithm among the ground truth. FP is the
pixels detected using algorithm but not in the ground truth, and FN is the pixels which are
not detected using algorithm but in the ground truth. The 2 is a positive parameter for
weighting the precision and recall (82 is chosen as 2 in this paper). The F-measure is the
harmonic mean of the precision and recall.

Firstly, the size of the first kernel is fixed, such as 7, the optimal sizes of the second
kernel are tried to find for each group. Figure 7 gives the precision (i.e., F-measure) curves
of different sizes of the second kernel for four groups. The precision curves of different sizes
of the second kernel show that (1) the precision increases first and then decreases, and the
optimal sizes of the second kernel for four groups are about 35, 55, 85 and 125, respectively.
(2) As the size of the built-up areas increases, the optimal size of the corresponding kernel
also increases.

1.00 [)
098 J
0.96
0.94
o
5092 '
7] ]
§ 090 f '
Foss H
]
0.86 H
.
0.84 H
0.82
0.80 L . . . 1 L . )
13 19 25 35 45 55 65 75 85 13 19 25 35 45 55 65 75 8 95 115 125 145 165
The second kernel size The second kernel size
—161*155 166*151 135%] ] e [ 59%147 s ) 56 %239 e 415*275 208*270 229*217
s | 53 %123 e | | 7% ] 23 e | 33% | 69 s [ 46% 1 80 —(30%233 em—(]5%200 em—D5]%352 e—277%251
(a) The first group (b) The second group
1.00
.
F 0.98 [
L J ——— 0.96 _— -
— 094 /4; 7_='<. %
: : = o [T : \
: fon U : B Ny
[ : Fow V| : N
- : s ff] | : .
L ; ose || '
L H 0.82 , I .
0.80 1— 1 L
13 19 25 35 45 55 65 75 85 95 105 115 125 135 145 155 165 195 205 225 13 25 35 45 55 65 75 85 95 105115125 '|4'5 165 185 205 255 355 395 455
The second kemel size The second kemel size
e 549%614 e 50547011 594%560 726%544 o 11091401 = 1847*1718 9671327 1118*1221
s 650 # 602 s 30 #7543 %550 e 51 7%55 1 — 1412%979 1025%1277 e 1361956 wmmmmm 1350¥1517
(c) The third group (d) The fourth group

Figure 7. The precision curves of different sizes of the second kernel (the first kernel is set as 7).
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Then, the size of the second kernel is fixed, the optimal sizes of the first kernel are tried
to find for four groups. It should be noted that the size of the second kernel of each group
is set to 35, 55, 85 and 125, respectively. Figure 8 gives the precision curves of different sizes
of the first kernel for four groups. Experimental results reveal that the precision curves of
different sizes of the first kernel first stays stable and then decreases. The optimal sizes of
the first kernel for the first three groups is about 3-7, and the fourth group is about 5-11.
The optimal sizes of the first kernel do not increase as the size of the built-up area increases,
which is consistent with the conclusion in paper [30]. When the size of the built-up area
is moderate, the built-up area extraction results are the best with the optimal size of 3-7.
However, if the size of the built-up area is very large, the optimal size of the kernel can be
increased slightly, such as 9 or 11.
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= 549%614 ===505%701 594*560 726*544 e [109%1401 e [847%1718 1118%1221 == 14124979
(5600 — 3067 wm—543%550 emm—G98*838 s | 025%1277 o | 061 %956 e 1 162%966 1390*1517
(c) The third group (d) The fourth group

Figure 8. The precision curves of different sizes of the first kernel.

In the proposed method, after getting the bounding boxes of the built-up area, we
determine which group the length and width of each built-up area belongs to. That is, the
optimal values of the two kernels are dynamically applied in the algorithm.

3.3. Comparison with Other Algorithms

We compare the proposed method with several built-up area extraction algorithms,
and they are anisotropic rotation-invariant textural measure (PanTex) [2], Gabor [7] and
morphological building index (MBI) [5]. We test the above algorithms in two images which
are located in Hebei province, and the comparison of results are shown in Figures 9 and 10.
As we can see, our proposed method has the best performance. The visual result of Gabor
is better than PanTex, and The MBI misses most of the built-up areas, since the MBI was
originally designed to extract buildings. The 8 image, which are selected from the above
two images, are enlarged to show the details of the built-up areas more clearly, as illustrated
in Figure 11.
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(d) PanTex (e) Gabor (f) Our proposed method

Figure 9. Comparison of results for test-1 image.

(d) PanTex (e) Gabor (f) Our proposed method

Figure 10. Comparison of results for test-2 image.



Sustainability 2022, 14, 1272 11 of 16

Figure 11. Cont.
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(a) Test images

(b) Gabor (c) MBI (d) PanTex (e) Ours
Figure 11. The details of the comparing algorithms from the two test images.

We calculate the evaluation indexes and show them in Figure 12. For the test-1 image,
our proposed method shows the superiority to others in the indexes of P, R and F. In terms
of the test-2 image, considering the R, the PanTex behaves best and our method is the
second. As for the F value, our method has the best performance.

1.00

0.80 4
0.60 A
040 -
0.20

0.00 4

P R F P R F
mGabor WMBI mPanTex mThe proposed method mGabor  WMBI PanTex  mThe proposed method
(a) The evaluation indexes of test-1 image (b) The evaluation indexes of test-2 image

Figure 12. The evaluation indexes of the comparing algorithms.

3.4. Results on Large-Scale Satellite Images

In order to prove the performance of the proposed method for the rural built-up areas
in large-scale images, we test 3 images from GF-1, ZY-3 and WV-2 sensors, respectively.
As shown in Figure 13, the test image with 2 m resolution from GF-1 sensor has the size
of 8240 x 8580 pixels, and the detected result shows that almost all built-up areas are
detected successfully. According to the ground truth, the evaluation indexes of the test
GEF-1 image is calculated. We get the P value of 88.08%, R value of 95.08%, and the F value
of 91.45%. In addition, for the ZY-3 image, the P, R, and F value are 89.58%, 91.50%, and
90.85%, respectively. In terms of WV-2 image, the P, R, and F value are 87.97%, 91.24%, and
90.12%, respectively.

To further verify the generalization ability, a Geoeye-1 image with 8392 x 8392 pixels
located in Sichuan province is prepared for the experiment. For the new type of the built-up
area, which never appears in the training set, we still get the P value of 87.81%, R value of
90.44%, and the F value of 89.55%.
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(a) Detected bounding boke;s o% bulilt—up areaé (b) Extracted final built-up areas

Figure 13. The detected result of built-up with a large-scale GF-1 image.

4. Discussion

In this section, we discussed the proposed method from the viewpoint of two as-
pects: built-up area extraction in large-scale satellite images and the impact of the sizes of
built-up areas.

4.1. Built-Up Area Extraction in Large-Scale Satellite Image

Spectral residual method, one of visual attention methods, has a perfect performance
in extracting built-up areas from small-scale images, but on large-scale images, the per-
formance is not satisfactory. In this paper, the SR method is embedded into the deep
neural network to extract the rural built-up areas from large-scale images. In the proposed
method, coarse localization of the candidate built-up areas is firstly obtained through the
Faster R-CNN framework, and then the accurate boundary of each rural built-up based
on the bounding boxes is extracted by using the SR method. Therefore, as long as the de-
tected bounding box completely contains the built-up area, it does not need to be perfectly
matched with the accurate boundary. In addition, the evaluation index of the IoU has been
employed to verify the rationality. The IoU of the bounding boxes of the built-up areas
is 91.46%, and almost all bounding boxes of the built-up areas meet our requirements in
the experiment.

In the experiment, our proposed method is compared with several built-up area
extraction algorithms, such as PanTex, MBI, and Gabor, and experiments demonstrate that
our proposed method has better performance. In addition, it is effective and accurate by
testing the performance of our method on GF-1, ZY-3, and WV-2 images with a large-scale.
We also verify a large-scale Geoeye-1 image, which never appears in the training set, and
the result is still satisfactory.

4.2. The Impact of the Sizes of Built-Up Areas

In the experiment, the relationship between the sizes of built-up areas and the kernels
in the SR method is mainly discussed. In the original SR method, the size of local average
filter is specified as 3 due to the small size of the detected objects from natural pictures.
However, when the SR method is used to extract the built-up areas from remote sensing
images, we need to pay attention that the size of the built-up areas is diverse. Therefore,
we explored how the size of the kernels affects the extracted results of different sizes of
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built-up areas in the experiment. In Section 3.2, experimental results show that the size of
the second kernel (i.e., visual scales) increases as the size of the built-up area increases, and
the first kernel (i.e., local average filter) does not change significantly with the size of the
built-up area. The found is instructive when using the SR method in the future.

In the proposed method, after getting the bounding boxes of the built-up area, we
determine which group the length and width of each built-up area belongs to. That is, the
optimal values of the two kernels are dynamically applied in the algorithm.

5. Conclusions

In this paper, the spectral residual, one of visual attention methods, is embedded into
the deep neural network to rapidly and accurately extract the rural built-up areas from
large-scale remote sensing images. In the proposed method, an improved Faster R-CNN
framework is applied to coarse localization of the candidate rural built-up areas. Based on
the bounding box of the built-up areas, the SR method is employed to extract the accurate
boundary of each built-up area. In the experiment, the comparing experiments demonstrate
that our proposed method is effective and accurate in extracting the rural built-up areas.
In addition, three large-scale images from GF-1, ZY-3 and WV-2 sensors are tested and
evaluated, and their F values are above 90%.

Another important contribution of this paper is that the relationship between the sizes
of rural built-up areas and the kernels in the SR method is discussed. The result shows
that the size of the visual scales increases as the size of the built-up area increases, and the
local average filter does not change significantly with the size of the built-up area. This
conclusion is instructive when using the SR method.

In the future, the extraction of rural buildings inside the built-up areas would be a
subject of further research. In order to improve the accuracy of building extraction, the
built-up areas could be further divided into different scenes. The relationship between
the diversity of geometric shapes of buildings and the complexity of the scene may be
further researched.
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