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Abstract: For effective bus operations, it is important to flexibly arrange the departure times of
buses at the first station according to real-time passenger flows and traffic conditions. In dynamic
bus dispatching research, existing optimization models are usually based on the prediction and
simulation of passenger flow data. The bus departure schemes are formulated accordingly, and the
passenger arrival rate uncertainty must be considered. Robust optimization is a common and effective
method to handle such uncertainty problems. This paper introduces a robust optimization method for
single-line dynamic bus scheduling. By setting three scenarios—the benchmark passenger flow, high
passenger flow, and low passenger flow—the robust optimization model of dynamic bus departures
is established with consideration of different passenger arrival rates in different scenarios. A genetic
algorithm (GA) is improved for minimizing the total passenger waiting time. The results obtained by
the proposed optimization method are compared with those from a stochastic programming method.
The standard deviation of the relative regret value with stochastic optimization is 5.42%, whereas that
of the relative regret value with robust optimization is 0.62%. The stability of robust optimization is
better, and the fluctuation degree is greatly reduced.

Keywords: dynamic dispatching; passenger arrival rate; public transportation; robust optimization

1. Introduction

Public transit is an important public service that is closely related to the daily lives
and productivity of people. It is very necessary for a city to develop urban public tran-
sit systems. In fact, passengers are the first priority in considering bus systems. The
number of passengers arriving at a station at different times is the most critical factor
in bus system decision-making. In most studies of dynamic bus scheduling, passenger
flow data are obtained through simulation and prediction. However, owing to various
environmental and social factors, the actual passenger arrival rate is uncertain. It is thus
an important optimization problem to determine the departure time of each bus in the
dynamic scheduling cycle.

Research relating to dynamic bus scheduling is introduced in Section 2. Bus scheduling
refers to realizing a reasonable distribution under limited resource conditions to meet
passengers needs [1]. It can be divided into static scheduling and dynamic scheduling
according to the implementation phase. Static scheduling divides the transit operational
planning process into four parts before a bus operates, including network route design,
setting timetables, scheduling vehicles for trips, and assignment of drivers [2]. Owing to
various uncertain factors with respect to passenger flow, it is difficult to meet the efficient
operation requirements of the whole bus system if only one-time static scheduling is
employed. Dynamic bus dispatching refers to the online adjustment and optimization of
the bus scheduling scheme according to the latest time-varying information, which is a
real-time control of the operation process [3]. Dynamic dispatching refers to the dynamic
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scheduling of buses based on the original departure plan [4]. It refers to the dynamic
adjustment of the departure time of buses at the first stop in the planning period, and also
means that passenger arrival rates vary under different conditions in this paper. Nowadays,
the technology of real-time monitoring and controlling of public transit buses is advancing,
which results in decision-makers conducting bus dynamic scheduling on the basis of real-
time information. To continuously improve the public-transport service level and further
enhance passenger satisfaction, various dynamic dispatching methods are used to optimize
bus operation. The most common optimization methods include respective stochastic
programming, fuzzy programming, and robust optimization methods [5].

The robust optimization method is introduced to the field of dynamic bus dispatch-
ing in this study. A scenario-based dynamic bus dispatching model for a single line is
established based on robust optimization, and using a regret value constraint. Accordingly,
different passenger arrival rates are considered under different scenarios. The model mini-
mizes the total passenger wait time by using an improved genetic algorithm (GA). This
paper compares the results of the proposed scenario-based robust optimization method
and the stochastic optimization method. The superiority of the proposed method is shown.

The remainder of this paper is organized as follows. Section 2 presents a review of
related research. Section 3 describes the basic form of the robust optimization model, high-
lighting regret value constraints, problems, assumptions, parameters, objective functions,
constraint conditions, and model development. Section 4 presents the means of solving the
established mathematical model. Numerical experiments and results analysis are provided
in Section 5, and Section 6 presents the conclusions.

2. Literature Review

Passengers are the key component of the bus operation. Thus, passenger flow informa-
tion is considered as the primary factor in static and dynamic bus dispatching. In an actual
situation, passenger demand involves several uncertain factors. If passenger demand is
completely fixed, there may occur deviation from actual operation so that the efficiency
would be reduced. Rui [6] and Yan [7] independently established an expectation model
with a stochastic planning method for optimizing the timetable and path with consideration
of passenger-demand stochastic disturbances. Liu [8] considered uncertainty factors in bus
dispatching, including the passenger distribution randomness, and a related opportunity
planning model was introduced.

In an actual application, the target value of the model may be worse than the expected
value when passenger travel demands have significantly changed, which would greatly
reduce passenger satisfaction with the bus service. Therefore, a robustness optimization
method is introduced herein, which not only considers the expected value of the model,
but also accounts for a certain deviation between the expected value and target value of
a possible unfavorable event. Hence, the studies emphasize that the robust optimization
method has a better effect and a more extensive application scenario [9–14].

Robust optimization is a common method to deal with uncertainty problems, which
is applied in various research fields. The research in transportation mainly includes road
network design and reconstruction [15–17], fleet deployment [18–21], and an urban rail
transit train operation scheme [22–27], etc.

Liu et al. [15] introduced a robustness metric. Their established traffic network model
using a regret value constraint and new metrics showed strong robustness and stability
owing to a GA, and it obtained an equilibrium solution with different regret-value controls
for traffic network line-planning and passenger travel demand. Ma et al. [16] designed
a multi-objective robust optimization model and algorithm to construct Pareto optimal
solutions, in order to solve the hazardous materials transportation problem. Zhao et al. [17]
proposed a globalized robust network design model, and provided broader applicability for
solving traffic management and traffic planning problems under uncertainty. Zhuang [18]
established a robust optimization model on shipping distributions that regarded the ship-
ping demand as an uncertainty. In comparing the two optimization results under the
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respective conditions of uncertainty and deterministic demands, the robust optimization
model was better than the deterministic one. The robust optimization model can avoid
risks while obtaining large profits. In addition, Bao [19] established a robust optimization
model for waterway transport based on uncertain information of different weather scenar-
ios. The robust optimization method was found to greatly enhance the transport network
robustness. Zhang et al. [20] proposed a mixed integer programming reformulation ap-
proximate method with distributionally robust chance constraints to minimize the sum of
vessel chartering cost and route operating cost. Lu et al. [21] developed a mixed integer
linear programming model with robust optimization and chance-constrained techniques.
Zhu et al. [22] established the cost model of an urban rail transit train operation scheme,
and made a reasonable train operation scheme by using robust thought for urban rail transit
operation. Sels et al. [23] constructed efficient and robust timetables and took measures to
increase the solution speed of the model. Cao et al. [24] established the robust timetabling
optimization model, solved by the optimized genetic algorithm, in order to minimize the
deviation time of timetabling. Wang [25] established a robust optimization model of collab-
orative urban rail transit lines that have an uncertain passenger flow demand. Qu et al. [26]
proposed a two-stage robust optimization model, and the objective functions of the two
stages are to reduce passengers’ waiting time and minimize the energy consumption. An
adaptive generation operator and a nested chromosome set generation strategy proposed
can be used to improve the reliability of the urban rail transit system.

Soyster [27] pioneered a robust optimization idea and solved the linear optimization
problem with uncertain information. This method is used to solve the worst case of a
problem. The results obtained with the method must meet the problem constraint condition
for any values of uncertain parameters in a limited range. Although the solving method
is very conservative, its optimization algorithm provided a new means for solving uncer-
tainty and it serves as a preliminary foundation for development and advancement of the
robust optimization theory system. Mulvey [28] established a basic scenario-based robust
optimization model framework using scene setting to represent uncertain parameters. The
robust optimization method consists of solution robustness and model robustness. In
the former, the optimal value of the solution when using robust optimization is close”
to the objective-function optimal value of the deterministic problem in each scenario. In
the latter, the robust optimization solution is almost feasible for all scenarios. Hence, the
robust solution can satisfy both solution robustness and model robustness. The model is
established to balance the solution robustness and model robustness.

In the method of Ben-Tal et al. [29–31], uncertain parameters are expressed with the
intersection of an ellipsoid or multiple ellipsoids. The method somewhat reduces the
conservative degree when solving the problem. However, as a nonlinear model, the solving
complexity and difficulty are increased. Bertsimas and Sim [32] extended that method
by using different methods for uncertain parameters. They transformed the models with
uncertain parameters into a different robust pair equation. The robust optimization idea
not only ensures that robust optimization constraints are linear, but it also ensures that
the probability of breaking the constraint can be controlled at a low level. Hence, the
conservativeness and difficulty of the model are acceptable.

Yan [33] studied a dynamic scheduling problem of a long-distance bus run time,
encountering a random distribution. Although that study employed a robust optimization
method, it did not consider the passenger wait time. Consequently, the assumption was not
aligned with the bus timetable specifications. Zhang and Tang [34] used the bus-transfer
minimum time as the goal. A risk-pooling-based robust model was used to establish robust
optimization, considering the headway and travel time of each bus uncertainty. Using a
genetic algorithm, Gkiotsalitis et al. [14] generated a robust timetable based on travel time
and passenger demand uncertainty to minimize the possible loss at the worst-case scenario.
Zhang et al. [35] formulated the robust schedule with the design of experiment technique,
and obtained the Pareto-optimal solution.



Sustainability 2022, 14, 73 4 of 18

Because of the complexity of the bus dynamic dispatching problem, few people have
addressed the applicability for dynamic bus dispatching. Meng et al. [36] offered a new
approach to optimize bus real-time arrival information based on robust optimization in
order to consider the uncertainty conditions, such as sudden passenger flow. Ma et al. [37]
proposed a robust model to optimize mobile real-time information for each transit route,
and added an error estimation to current bus arrival time information in order to maximum
saving passengers waiting time. Wu et al. [38] proposed a robust optimization model for
limited-stop bus service, using vehicle overtaking and demand dynamics, and the objective
function was to minimize the total cost.

In this paper, the robust optimization method is used to determine the departure plan
of the bus when the passenger arrival rate is uncertain. The robust optimization model for
scenario-based dynamic bus dispatching was established.

3. Robust Optimization Model

In this section, the modeling process is described in detail. The nomenclature is given
in Nomenclature.

3.1. Basic Form

The basic form of the robust optimization model using regret value constraints is
shown as:

Min ∑
s∈S

psZs(x) (1)

s.t Zs(x) ≤ (1 + w)Z∗s (2)

∑
s∈S

ps = 1 x ∈ X; s ∈ S (3)

where X is the set of feasible solutions (x) for all scenarios, S denotes the set of all scenarios
(s), and ps means the occurrence probability of scenario s. The goal of the model is to
minimize expected objective function value. Zs (x) represents the objective function value
under scenario s. Z∗s is the optimal objective function value of the deterministic problem
under scenario s, assuming that Z∗s > 0. In addition, w is the maximum regret value for any
scenario, which represents the maximum deviation value between the objective function
value allowed for each scenario and the optimal objective function value of each scenario.

From the basic form, establishing the robust optimization model with regret value
constraints must satisfy two important robustness factors: solution robustness and model
robustness. For solution robustness, Zs(x) ≤ (1 + w)Z∗s is used to define the proximity
degree between each feasible solution and the optimal value of scenario s, which is the
definition of solution robustness in the robust optimization model. In theory, the smaller
the maximum regret value w is, the better the solution robustness is, and the decision-maker
can weigh and assess the risk according to w.

For model robustness, when model solving, the objective function with a penalty term
can be set as:

F = ∑
s∈S

psZs(x) + g×
{

∑
s∈S

max
{

0, Zs(x)− (1 + w)Zs(x)∗
}}

(4)

where g is a large positive constant. The latter part is a penalty function term that guarantees
that all the solutions satisfying the constraints are feasible for all the scenarios in the robust
optimization model. From the above analysis, it is apparent that the model conforms to
the basic definition of the scenario-based robust optimization model. The model not only
emphasizes the mathematical expectation value, but it also considers the difference among
different objective function values, providing w to weigh the risk and target values for
flexible selection.
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3.2. The Three Scenarios Considered

The following three possible passenger flow scenarios are considered: high passenger
flow, benchmark passenger flow, and low passenger flow. They represent the uncertainty
of the passenger arrival rate. The subjective occurrence probability of each scenario and
regret value in the model constraints may be adjusted by decision-makers based on their
given preference to enable the obtainment of different solutions for flexibly selecting the
best departure plan. The three passenger flow scenarios have only different passenger
arrival rates; the remaining operating conditions are exactly the same.

The scenario of the dynamic bus dispatching problem for a single line is shown in
Figure 1. The planning cycle is the time horizon from the origin station departure of the
first vehicle to the departure of the last vehicle [30]. Bus dynamic dispatching in this paper
refers to the bus dispatching agency dynamically determining the bus departure times
according to real-time data in a given time interval, e.g., five or ten minutes. In other
words, the calculation of optimal bus dispatching is a periodic operation, and in each time
window, the optimal dispatching times are renewed according to the latest information.
At the beginning of the planning cycle, there are N buses running on the bus line; after
the bus M + 1 departs from the origin station, the depart time of the subsequent M buses
will be calculated, so that the optimal departure times of the buses in the period time is
determined, and this period is called a time window. When another new bus leaves the
origin stop, the departure time of the subsequent M buses is re-planned again, so that
as the time window continually rolls forward with time, the departure time of M buses
are considered in each time window and re-planned. In each time window, the optimal
departure times of the buses that have not been dispatched are determined based on the
real-time data (e.g., passenger flow at each station and positions of the dispatched buses).
This mechanism runs repeatedly and each run outputs the optimal departure times for the
buses that have not been dispatched, and hence it is a dynamic optimization from the view
of the whole bus dispatching process. Therefore, in essence, the dynamic bus dispatching
method proposed in this paper is a kind of re-optimization [39].
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3.3. Assumptions

The following assumptions are used in the optimization problem of dynamic bus dispatching:

• The buses on the route during the planning horizon are the same type;
• Operating buses maintain the same order, and passing (overtaking) is not permitted;
• No accidents occur during the planning period, and vehicle operations and road

conditions remain normal;
• The buses between stations operate at a constant speed that is set in advance;
• In the three scenarios of the planning horizon, the benchmark passenger flow data

are obtained from real-time data and a forecasting algorithm. The respective and low
passenger flow data are obtained by setting a certain offset on the base passenger flow
data. Functions of passenger flow over time for each station can be obtained in the
three scenarios;

• A bus stop exists at every station on the route without a cross-station phenomenon;
• The passenger bus boarding time and exiting time are the same;
• The passenger exiting rate at each station is constant during the same planning cycle.;
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• Only the modeling process of the benchmark passenger flow is described; the other
two scenarios are exactly the same, except for the passenger flow.

3.4. Objective Function

The bus-dispatching process is dynamically controlled by flexibly adjusting the bus
departure time at the first station. The main purpose is to enhance passenger satisfaction
with the bus service, efficiency, and reliability under the condition that various resources
are limited and the total number of buses on the route is fixed.

For passengers, the waiting times at stations can directly affect bus service satisfaction,
considering the impact of uncertain passenger arrival rates on bus operations. We establish
a mathematical model that minimizes the total wait time by introducing three possible
passenger scenarios.

For all scenarios s, considering the bus capacity constraints, the wait time is divided
into two parts. The first part is the time of passengers waiting for the first bus to arrive at
station j in the current planning horizon.

WS
1 =

M

∑
i=1

J−1

∑
j=1

∫ Td
i,j

Td
i+1,j

(Td
i,j − t) f j(t)dt (5)

The second part refers to the time that passengers must wait for a subsequent vehicle
because they could not board the first bus that arrived at the station on account of its
full capacity. For the last bus during the planning period, the expected wait time Tavg is
considered.

WS
2 =

M

∑
i=2

J−1

∑
j=1

P f b
i,j (T

d
i−1,j − Td

i,j) + Tavg

J−1

∑
j=1

P f b
1,j (6)

In combining the three passenger flow scenarios with the basic form of the scenario-
based robust optimization model, the optimal goal is to minimize the expected value of the
total time of passengers waiting for buses in all scenarios.

MinZ = ps ∗ Zs(x) = ps ∗
(
Ws

1 + Ws
2
)

= ps ∗
M
∑

i=1

J−1
∑

j=1

∫ Td
i,j

Td
i+1,j

(Td
i,j − t) f j(t)dt

+ps ∗
[

M
∑

i=2

J−1
∑

j=1
P f b

i,j (T
d
i−1,j − Td

i,j) + Tavg
J−1
∑

j=1
P f b

1,j

] (7)

where pj is the occurrence probability of each scenario determined by a decision-maker, ac-
cording to the actual situation. Zs (x) indicates the objective function value of each scenario,
where x is equivalent to decision variable Td

i,1(i = 1, 2, . . . , M) which is the departure time
of a bus leaving the first station.

3.5. Constraint Condition

The calculation of intermediate variables becomes increasingly complex because the
operating statuses of buses traveling on the route can have a great impact on the decision-
making vehicles at the beginning of the planning horizon. For example, some parameters,
such as the number of passengers on a traveling bus, the distance to the next station, and
the number of passengers boarding and waiting for the next bus with a capacity limit, affect
the number of passengers waiting at the upstream station that the given bus just passed.
This eventually affects the objective function value.

At start time t0 of the planning horizon, some data for buses running on the route,
such as, indexes of stops that have just been passed and the distance to the next station
for arrival, can be obtained by real-time data. The time that the bus arrives at a station is
divided into two cases. For one, for buses running on the route at the beginning of the
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planning horizon, the time involved in traveling to the next station is determined by the
current location (status parameter) of the buses and is calculated as:

Td
i,j = Td0

i,j
i = M + 1, M + 2, . . . , M + N; j = 1, 2, . . . , Li

(8)

Td
i,j = t0 +

DSj−Di
Vj

+ Ts
i,j

i = M + 1, M + 2, . . . , M + N; j = Li + 1
(9)

Td
i,j = Td

i,j−1 +
DSj
Vj

+ Ts
i,j

i = M + 1, M + 2, . . . , M + N; j = Li + 2, Li + 3, . . . , J
(10)

Secondly, for the buses that will leave the first station, the time to reach the downstream
station can be calculated by the departure time of the decision-making vehicles at the first
station. The formula is:

Td
i,j = Td

i,j−1 +
DSj
Vj

+ Ts
i,j

i = 1, 2, . . . , M; j = 2, 3, . . . , J
(11)

The number of passengers arriving at a station between adjacent buses can be deduced
from the integral expression of the passenger arrival rate. The number of passengers
boarding and exiting at a passed station can be obtained from a historical database. The
number of passengers waiting for a bus at a station can be expressed as:

Pw
i,j = Pj +

∫ Td
i,j

t0
f j(t)dt i = M; j = 1, 2, . . . , LM+1

i = M + 1, M + 2, . . . , M + N − 1; j = Li + 1, Li + 2, . . . , L(i+1)
i = M + N; j = Li + 1, Li + 2, . . . , J − 1

(12)

Pw
i,j = P f b

i+1,j +
∫ Td

i,j

Td
i+1,j

f j(t)dt

i = M, M + 1, . . . , M + N − 1; j = L(i+1) + 1, . . . , J − 1
i = 1, 2, . . . , M− 1; j = 1, 2, . . . , J − 1

(13)

The number of passengers exiting at each station can be expressed by multiplying
the number of passengers on the bus at a station and the rate of passengers exiting at
the station:

Pa
i,j = qj ∗ Pl

i,j
i = M + 1, M + 2, . . . , M + N; j = Li + 1, Li + 2, . . . , J

i = 1, 2, . . . , M; j = 2, 3, . . . , J
(14)

Pa
i,j = Pa0

i,j
i = M + 1, M + 2, . . . , M + N; j = 2, 3, . . . , Li

(15)

The number of passengers on buses running between stations is expressed as:

Pl
i,j = Pl

i,j−1 − Pa
i,j−1 + Pb

i,j−1
i = 1, 2, . . . , M + N; j = 3, 4, . . . , J

(16)

Pl
i,2 = Pb

i,1 i = 1, 2, . . . , M + N (17)

As each bus arrives at the station, the passengers can board only when the capacity is
allowed, and the passengers that failed to board the bus must continue waiting for the next
bus. The number of passengers who have already boarded the bus at each station is:

Pb
i,j = min

{
Cmax − Pl

i,j + Pa
i,j , Pw

i,j

}
i = M + 1, M + 2, . . . , M + N; j = Li + 1, Li + 2, . . . , J − 1

i = 1, 2, . . . , M; j = 2, 3, . . . , J − 1
(18)
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Pb
i,1 = min

{
Cmax, Pw

i,1
}

i = 1, 2, . . . , M (19)

Pb
i,j = Pb0

i,j
i = M + 1, M + 2, . . . , M + N; j = 1, 2, . . . , Li

(20)

The number of passengers that failed to board the bus at the station equals the number
of passengers waiting for the bus at the station minus the number of passengers who
boarded the bus at the station:

P f b
i,j = Pw

i,j − Pb
i,j i = 1, 2, . . . , M + N; j = 1, 2, . . . , J − 1 (21)

The wait time at a station relates to the time of passengers boarding and exiting as
well as the inbound and outbound buffer time.

Ts
i,j = α ∗

(
Pb

i,j + Pa
i,j

)
+ σ

i = 1, 2, . . . , M + N; j = 2, 3, . . . , J − 1
(22)

Headway refers to the time interval of travel to the same station between two adjacent
buses of the same route. The value of headway must exist between the maximum and
minimum departure interval:

Hmin ≤ Td
i,1 − Td

i+1,1 ≤ Hmax i = 1, 2, . . . , M + N − 1 (23)

Overtaking is not permitted while traveling.

Td
i,j − Td

i+1,j ≥ 0 i = 1, 2, . . . , M + N − 1; j = 1, 2, . . . , J − 1 (24)

3.6. Model Summary

Through the above analysis, the scenario-based bus dynamic dispatching robust
optimization model of the single line can be summarized as given below. Equation (25)
represents the objective function of the optimization model, i.e., minimizing the total
wait time expectation value of all passengers under the three possible scenarios in the
planning horizon.

Min Z = ps ∗
M
∑

i=1

J−1
∑

j=1

∫ Td
i,j

Td
i+1,j

(Td
i,j − t) f j(t)dt

+ps ∗
[

M
∑

i=2

J−1
∑

j=1
P f b

i,j (T
d
i−1,j − Td

i,j) + Tavg
J−1
∑

j=1
P f b

1,j

] (25)

s.t.



Hmin ≤ Td
i,1 − Td

i+1,1 ≤ Hmax

i = 1, 2, . . . , M + N − 1; j = 1, 2, . . . , J − 1;
0 ≤ Td

i,j − Td
i+1,j

i = 1, 2, . . . , M + N − 1; j = 1, 2, . . . , J − 1;
Zs

(
Td

i,1

)
≤ (1 + w)Z∗s

i = 1, 2, . . . , M;
∑s∈S ps = 1

(26)

Constraint (23) ensures that the headway between the adjacent two buses at the initial
station is within a given range. Constraint (24) ensures that the buses cannot overtake
each other.

4. Solving Algorithms
4.1. Genetic Algorithm

The established robust optimization model involves complex nonlinear elements and
cannot be solved by mathematical programming methods. The GA as a heuristic algorithm
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has been successfully used in many traditional optimization problems. Here, the GA is
used and somewhat improved. The departure interval is expressed by an integer code. The
fitness function introduces a penalty value to represent the objective function value.

The GA design generally includes a chromosome coding method, population initializa-
tion, fitness function design, and crossover and mutation methods. The GA flow chart [30]
is shown in Figure 2.
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Figure 2. Flow chart of GA.

(1) Chromosome Coding. The decision variable in the model is the departure time of
buses at the original and terminal station, which is an integer. We employ an integer coding
method to facilitate the genetic operators. To increase the speed, the headway instead of the
departure time is regarded as a gene bit of chromosome coding. Thus, a single chromosome
can be expressed as (H1, H2, ...., HM). The corresponding departure time of buses equals
the sum of the starting time of the planning horizon and the corresponding interval. For
example, if the optimal chromosome of five vehicles is coded as (10, 10, 10, 10, 10), and the
start time of the planning horizon is 8:00, then the corresponding departure times of five
vehicles are 8: 10, 8: 20, 8: 30, 8: 40, and 8: 50, respectively.

(2) Population Initialization. Hi is randomly generated between the maximum and
minimum headway when the population is initialized. Each gene for each chromosome is
randomly generated by the same method. To ensure that the candidate solutions meet the
minimum and maximum headway, and to ensure that the departure time of the last bus
during the planning horizon is unchanged, a chromosome repair strategy is designed. The
repair method is detailed further below.

In the actual code, the results of the first cycle using the GA may be close to the original
departure time. Thus, the original departure schedule of the bus company is also added to
the initial population to speed up the GA convergence.

(3) Crossover. A uniform crossover [30] method is herein used. A chromosome
crossover diagram is shown in Figure 3. First, two parent chromosomes are randomly
selected from the initial population, and a 0–1 crossover mask of the same length as the
parent chromosome is randomly generated. Then, the genes of the two parents correspond-
ing to the “1” element of the crossover mask is swapped to form the two child individuals.
Figure 3 depicts an example of the uniform crossover. There are twelve buses which are the
decision buses, and the chromosome code is the headway.
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(4) Mutation. The uniform mutation method is used herein. If a chromosome is (H1,
H2, ...., HM), we add one to the value of one gene H1, H1 and then randomly decrease one
to the value of another expected gene, H1, so that the departure time of the last bus can be
guaranteed as fixed.

For example, as shown in Figure 4, the second and fourth gene bits of the parent
chromosomes are selected. After mutation, the fourth digit decreases by one while the
second digit increases by one, so that the sum of the headway of the offspring chromosome
is the same as that of the parent chromosome.
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(5) Fitness Function. The GA fitness function design is an important factor for directly
deciding the solution. To reasonably represent the constraint in the model and obtain a
better solution, the penalty function is introduced here, as shown in (27).

F = ∑
s∈S

psZs(x) + g ∗
{

∑
s∈S

max
{

0, Zs(x)− (1 + w)Zs(x)∗
}}

(27)

where F is the fitness value, w is the maximum regret value, and g is the coefficient of
the penalty term. The second term in (27) is the penalty term, which actually represents
the regret value constraint in the model. Zs (x) represents the objective function value in
the three scenarios. The corresponding function expression of each scenario s is the same;
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however, the passenger arrival rate corresponding to the scenario is different, which can be
used to show (28):

Zs(x) =
M
∑

i=1

J−1
∑

j=1

∫ Td
i,j

Td
i+1,j

(Td
i,j − t) f j(t)dt

+
M
∑

i=2

J−1
∑

j=1
P f b

i,j (T
d
i−1,j − Td

i,j) + Tavg
J−1
∑

j=1
P f b

1,j

+α ∗
M
∑

i=1

J
∑

j=2
max

{
0, Td

i+1,j − Td
i,j

} (28)

The sum of the first three terms in (28) is the total waiting time of every scenario.
It can be observed from the objective function that the smaller the value is, the better it
is. However, to create a solution to meet the actual situation, the formula increases the
penalty function to punish the solutions that do not satisfy the constraint condition. They
are gradually eliminated by the GA.

Therefore, the fourth term of (28) is a penalty function term to the solution that does not
satisfy the constraint. Moreover, α is the penalty factor, and the fourth term is the penalty
of the overtaking constraints. In the process of chromosome initialization, the headway
range is limited, which ensures that the headway in the model satisfies the constraint of
maximum and minimum intervals. In (28), the penalty term is reduced, and the solving
process is simplified.

(6) Selection. The process of selecting the offspring is the key step in the GA iterative
solution. The most common roulette method is used here. In the resolving process, the
higher the individual survival probability, the smaller the fitness value. Meanwhile, the
lower the individual survival probability, the larger the fitness value. Hence, the formula
for obtaining the individual selection probability is shown in (29).

Pi =
fi

∑N
i=1 fi

(29)

The calculated expression of the cumulative probability is:

PPi =
i

∑
k=1

Pk (30)

when selected, we randomly generate ξ i ∈ U(0, 1). If PPi−1 ≤ ξi ≤ PPi, we select
individual i.

(7) Stopping Criteria. The maximum number of iterations is set as the GA stopping
condition. When the iterative digit is larger than the set value, the GA stops searching and
outputs the optimal solution obtained by the current algorithm as the retained optimal
result at last. If the optimal fitness value cannot be changed for many generations, the
solution corresponding to the optimal fitness value can also be used as the final result.

4.2. Improved Genetic Algorithm

To further improve the model and obtain a better solution, an improved GA is in-
troduced. It mainly includes a chromosome repair strategy, elite retention strategy, and
memory initialization method in the decision database.

(1) Chromosome Repair Strategy. To guarantee that the departure time of the last bus
is unchanged, a chromosome repair strategy is introduced. Considering the chromosome
gene bit representing the headway, the chromosome repair formula is shown as (31).

H′i =
Tsp ∗ Hi

M
∑

i=1
Hi

(31)
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where Tsp is a fixed value, representing the length of the original time window, i.e., the sum
of headways of all the buses to be dispatched. Hi is the unrepaired value of the offspring
chromosome generated after crossing, while Hi

’ is a repaired value corresponding to the
gene bit. For example, when Tsp is 40, the two parent chromosomes are (12, 8, 13, 7) and
(11, 9, 6, 14), respectively. Then, the child chromosomes generated after crossing may be
(12, 12, 12, 14) and (9, 11, 5, 5). Assuming that the start time of the planning horizon is
6:00, the departure times of the last buses of the two parent chromosomes are both 6:40;
however, the departure time of the last bus of two offspring chromosomes are 10:00 and
9:20, respectively. After being repaired, the offspring chromosomes are both (10, 10, 10, 10),
which meets the requirement.

(2) Elite Retention Strategy. Elite individuals are the best individuals at present, as
searched by the GA, and the chromosomal codes satisfy the problem-solving process. The
advantage of the elite retention strategy is that the optimal individual gene up until this
point has not been lost or destroyed by selection, crossover, and mutation operations in
the population evolution process. The elite retention strategy greatly improves the GA
global convergence ability. By using the elite retention strategy, many individuals can
be generated by each iteration, and they are all sorted according to the fitness values.
Then, the corresponding individual of the optimal solution of the current population is
retained, making it a parent individual as the beginning of the next GA. It participates
in the crossover and mutation processes of the next iteration. It is evident that the elite
retention strategy can greatly improve the GA global search ability and optimization ability,
which is beneficial to obtaining the better solution.

(3) Decision Database Introduction. A decision-making library is introduced to im-
prove the efficiency. When the environment changes, the specific state information of
the original environment is saved in the decision-making library, which can be solution
information, parameters, or intermediate variables of the solving process. When the algo-
rithm restarts, the original state information can be read from the decision-making library,
and searching the optimal solution on the basis of the original state greatly improves the
solution efficiency.

At the beginning of the next planning horizon, the initialization population is divided
into two parts. Of these parts, one is randomly initialized, and some individuals extracted
from the best solution repository comprise a new population. Using this method saves some
of the best individuals of the last generation and joins them as new randomly generated
individuals. This process not only accelerates the convergence speed, but it also guarantees
a larger search space. Most importantly, it can more accurately simulate the whole process
of a dynamic bus grid.

5. Case Analysis

As a case analysis, we first design a line with different passenger arrival rates of the
three scenarios; that is, a high passenger flow, a benchmark passenger flow, and a low
passenger flow. Then, we change the maximum regret value w in the model, observe the
effect of the w value on the actual solution results, and discuss the reference value for
public transport dynamic dispatching decision-makers. Finally, the headways of robust
optimization are applied to solve the model in the scenarios with the high passenger
flow, benchmark passenger flow, and low passenger flow. In comparing the results of
robust optimization with the results of stochastic programming, the superiority of the
scenario-based robust optimization method is verified, and the operation of a real public
transportation system can be guided accordingly.

Experiments for a Single Bus Line

A bus line with the length 15 km and 26 stations is considered in the simulation. The
average distance between the stations is 0.6 km. The bus speed on the line is 15 km/h.
The buffer time of the bus is 0.5 min. It requires 0.2 s for a passenger to embark on and
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off. The planning horizon start time is 8:00. A total of eight buses are in the planning
horizon calculation.

There are three passenger arrival rates: occurrence possibility of high passenger flow
(0.3), base passenger flow (0.5), and low passenger flow (0.2). The passenger arrival rates of
the time periods of different scenarios are shown in Table 1.

Table 1. Passenger arrival rate.

Flow Scenario
Time

8:00 8:20 8:40 9:00 9:20 9:40 9.50 10:00 10:20 10:40

High 0.9 0.9 1.2 1.2 1.3 1.3 1.1 1.1 0.9 0.9
Base 0.6 0.6 0.9 0.9 1.0 1.0 0.8 0.8 0.6 0.6
Low 0.3 0.3 0.5 0.5 0.7 0.7 0.6 0.6 0.3 0.3

The passenger flow distribution diagram of different time periods from Table 1 is
shown in Figure 5.
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Figure 5. Diagram of increase–decrease passenger arrival rates.

From the results, the number of the parent population is 30, the crossover rate is 0.8,
the mutation rate is 0.2, and the number of iterations is 2500. When the maximum regret
value w is 0.12, we obtain the robust optimization result. When w is infinity, we obtain the
result of the stochastic programming method, as shown in Table 2.

Table 2. Headway results.

Results Headway (Min)

Robust optimization results 10 10 10 8 9 9 11 13
Stochastic programming results 10 10 10 8 9 8 10 15

The headway achieved by the robust optimization method and stochastic planning
are placed into the three passenger flow scenarios. The passenger total time values corre-
sponding to three passenger scenarios are shown in Table 3.
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Table 3. Passenger waiting time.

Scenarios
Optimal Solution

Corresponding to the Total
Waiting Time

Robust Optimization Solution
Corresponding to Total

Wait Time

Stochastic Optimization
Solution Corresponding to

Total Wait Time

Low passenger flow 3184.99 3573.11 3831.44
High passenger flow 20,108.63 21,527.16 21,207.36
Base passenger flow 8406.08 8943.33 8907.29

The total waiting time of the three scenarios with the headway of the robust opti-
mization method is more than that of the stochastic planning method. However, both are
much more than the total waiting time value of the optimal solution with the deterministic
problem in each scene. This finding also verifies that the robust optimization method
focuses on target stability and a certain conservation of solving the problem. Changing
value w is performed to further verify the stability of the robust optimization method. The
total waiting time values with different w and the result of the maximum regret value w are
shown in Table 4.

Table 4. Changing the maximum regret value.

w Total Waiting Time Addition of the Total
Waiting Time (%)

Reducing of the
Maximum Regret (%)

1 0.23 11,582.14 - -
2 0.20 11,585.81 0.03% 13.0%
3 0.17 11,585.81 0.03% 26.1%
4 0.13 11,644.43 0.32% 43.4%
5 0.10 11,668.62 1.04% 56.5%
6 0.07 11,733.16 1.15% 69.6%

Through analysis of the data in Table 4, the following conclusions are given. When
the maximum regret value rapidly decreases, the increment value of the objective function
value must be larger. In other words, when the bus system is robust, it does not necessarily
mean that the total passenger waiting time will be greatly increased.

Based on the trade-off relationship between the total passenger time and the allowable
maximum regret value, the decision-maker can flexibly adjust the departure times of buses
at the first station in the planning horizon, thereby decreasing the passenger wait time and
guaranteeing the stability of the entire bus system. Figure 6 shows the relationship between
maximum regret value w and the total waiting time.
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Figure 6 shows that, when the maximum regret value is between 0.07 and 0.17, the
total waiting time decreases faster as the maximum regret value increases. When it is less
than 0.05 or greater than 0.17, the total time decreases more slowly, and the change trend
is not as obvious as when the regret value changes. This provides a reference for the bus
operator decision-makers to make a trade-off decision between risk and benefit to avoid
various situations in bus operations and to further improve the operational efficiency.

In comparing the waiting time value of each scenario of robust optimization at the
maximum regret value w = 0.1 with that of stochastic optimization, the relation and
difference of the optimal solutions in each scenario between the two methods is determined.
The characteristics of the robust optimization method and its superiority to the stochastic
optimization method are further verified. The results are shown in Table 5.

Table 5. Comparison of robust optimization and stochastic optimization.

Zω* Zω-ro Zω-sp Ws-d(%) Wr-d(%)

Low passenger flow 3184.99 3452.29 3831.44 16.9% 7.7%
High passenger flow 20,108.63 21,652.20 21,207.36 5.2% 7.1%
Base passenger flow 8406.08 8965.01 8907.29 5.6% 6.2%

Average value 10,566.57 11,356.5 11,315.36 - -
Percentage increase - 7.0% 6.6% - -
Standard deviation - - - 5.42% 0.62%

Zw* represents the optimal solution in the w scenario; Zw-ro represents the solution of
the robust optimization solution corresponding to scenario w; Zw-sp represents the solution
of stochastic planning corresponding to scenario w; Ws-d (%) represents the relative regret
value between Zw-sp and Zw*; and Ws-d (%) represents the relative regret value between
Zw-ro and Zw*.

In Table 5, we can compare the average value of the optimal solutions with the deter-
mined passenger arrival rates in each scenario. The average value of the total waiting time
of the stochastic optimization solution is increased by 6.6%, and the average value of the
total waiting time of the robust optimization solution is increased by 7.0%. Comparatively
speaking, the average value of the total waiting time of the scenarios of robust optimization
solution is larger than that of stochastic optimization; however, the average value is only
increased by 0.1% and thus does not considerably change.

Nevertheless, the relative regret values of scenarios with stochastic optimization
fluctuate greatly, where the standard deviation is used to measure the stability. The standard
deviation of the relative regret value with stochastic optimization is 5.42%, whereas the
standard deviation of the relative regret value with robust optimization is 0.62%. The
stability of robust optimization is better than that of stochastic programming, and the
fluctuation degree is greatly reduced.

It is thus apparent that robust optimization is insensitive to the various uncertain
scenarios that may occur, which makes the whole system more stable and more robust,
while reducing the uncertainty risk. It thus realizes the key concept of robust optimization.

6. Conclusions

In this paper, we presented a scenario-based robust optimization method for a single
bus line. We employed a case study and analysis. To this end, we established three scenarios:
low passenger flow, benchmark passenger flow, and high passenger flow to express the
uncertainty of passenger arrival rates at stations. We obtained the corresponding robust
optimization headway using the solution method, compared it with the headway obtained
by stochastic programming, and verified the robust optimization superiority. Furthermore,
we changed the maximum regret value to explore the relation between the maximum regret
value and robust optimization effect. The following conclusions were obtained.

The total waiting time of the three scenarios of robust optimization departure inter-
vals was more than that of stochastic planning. Nonetheless, both were longer than the
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waiting time of the optimal solution of each case deterministic problem. Thus, the robust
optimization method was proved to focus on the stability of the target, and it showed
some conservatism when it solved the problem. When the maximum regret value changed
within a certain range, the total waiting time value decreased faster in accordance with the
increased maximum regret value. This finding can provide an important reference for the
bus operation decision-maker to make a trade-off decision between risk and benefit for
more effectively avoiding operation risks and achieving higher operational efficiency.

Moreover, the total waiting time was slightly increased compared with that of the
stochastic programming. However, the total waiting time fluctuation of the stochastic
planning solution was greater in the corresponding scenarios, and the solution fluctuation
degree of robust optimization greatly decreased. It was thus shown that robust optimization
enabled resilience to various uncertainties, thereby making the whole system stronger and
more robust and decreasing the risks engendered by uncertainty.

Although the model is verified to make the system stronger, it has the following limitations:

(1) It starts with the definition of robust optimization when solving the model, and
produces the optimal value in the worst case. In the future, more accurate and efficient
methods can be considered, such as the tangent plane method and cone programming;

(2) Considering the complexity of the model solution, the set scenario is relatively simple.
In the future, the number of scenarios and detailed information can be considered
to be more sufficient, so as to ensure that the complexity of solving the model is
acceptable and the model is easy to solve;

(3) The model and the case study are only for a single bus line; however, multiple bus
lines may work simultaneously, and passengers may transfer from one line to another.
In future research, the optimization model and algorithms can be extended for a
multi-line scenario by considering the passengers’ transfers, and by coordination of
departure times from different lines.
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Nomenclature

Parameters that are given for the whole planning horizon.
i the vehicle number, i = 1, 2,..., M + N
j the station number, j = 1, 2,..., J
σ the buffer time that a bus needs when it stops at a station with acceleration and deceleration

Cmax the maximum capacity of a bus
α the average time per passenger boarding and exiting (second/person)
qj the ratio of passengers exiting when the bus arrives at station j (between 0 and 1)

DSj the distance between station j − 1 and j (meters), j = 2, 3,..., J
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Vj the bus speed between station j − 1 and j, j = 2, 3,..., J − 1
Ts

i,j the stopping time of bus i at station j, i = 1, 2,..., M + N; j = 2, 3,..., J − 1
Td

i,j the time when bus i leaves station j, i = 1, 2,..., M + N; j = 1, 2,..., J − 1
Pw

i,j the number of passengers waiting for bus i at station j when it arrives
at station j, i = 1, 2,..., M + N;j = 1, 2, ..., J − 1

Pb
i,j the number of passengers boarding bus i at station j after it arrives,

i = 1, 2, ..., M + N; j = 1, 2, ..., J − 1
P f b

i,j the number of waiting passengers who failed to board bus i at
station j after it arrived,i = 1, 2,..., M + P; j = 1, 2,..., J − 1

Pa
i,j the number of passengers exiting bus i at station j, i = 1, 2, . . . ,

M + N; j = 2, 3, . . . , J
Pl

i,j the number of passengers on bus i arriving at station j, i = 1, 2,...,
M + P; j = 2, 3, ..., J

Tavg the expected wait time for passengers left behind by the last bus
(unit of passengers)

Hma the maximum departure interval
Hmin the minimum departure interval

Parameters that can be predicted based on real-time data.
λj = fj(t) the passenger arrival rate function of station j, j = 1, 2,..., J − 1
Parameters that are collected before the planning horizon starts.

Pi the number of passengers waiting for a bus at station j, j = 1, 2,..., J − 1
Li the sequence number of the upstream station that bus i is traveling

on the route just passed,i = M + 1, M + 2, ..., M + N
Di the distance between bus i traveling on the route and the upstream

station that bus i just passed,i = M + 1, M + 2,..., M + N
Td0

i,j the time when bus i is traveling on the route departed station j,
i = M + 1, M + 2, ..., M + N;j = 1, 2,..., Li

Pd0
i,j the number of passengers boarding bus i when it arrives at station j,

i = M + 1, M + 2,..., M + N; j = 1, 2, ..., Li
Ta0

i,j the number of passengers exiting bus i when it arrives at station j,
i = M + 1, M + 2, ..., M + N;j = 1, 2, ..., Li

Decision variable
Td

i,1 the departure time at the first stop of bus i, i = 1, 2,..., M;
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