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Abstract

:

To ensure an accurate evaluation of pesticide spray application efficiency and pesticide mixture uniformity, reliable and accurate measurements of fluorescence concentrations in spray solutions are critical. The objectives of this research were to examine the effects of solution temperature on measured concentrations of fluorescent tracers as the simulated pesticides and to develop models to correct the deviation of measurements caused by temperature variations. Fluorescent tracers (Brilliant Sulfaflavine (BSF), Eosin, Fluorescein sodium salt) were selected for tests with the solution temperatures ranging from 10.0 °C to 45.0 °C. The results showed that the measured concentrations of BSF decreased as the solution temperature increased, and the decrement rate was high at the beginning and then slowed down and tended to become constant. In contrast, the concentrations of Eosin decreased slowly at the beginning and then noticeably increased as temperatures increased. On the other hand, the concentrations of Fluorescein sodium salt had little variations with its solution temperature. To ensure the measurement accuracy, correction models were developed using the response surface methodology to numerically correct the measured concentration errors due to variations with the solution temperature. Corrected concentrations using the models agreed well with the actual concentrations, and the overall relative errors were reduced from 42.36% to 2.91% for BSF, 11.72% to 1.55% for Eosin, and 2.68% to 1.17% for Fluorescein sodium salt. Thus, this approach can be used to improve pesticide sprayer performances by accurately quantifying droplet deposits on target crops and off-target areas.
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1. Introduction


Applications of pesticide have ensured a noticeable increase in crop yields and high-quality food production [1,2,3,4]. However, excessive pesticide use due to improper spray applications has caused great concerns on risks to health and damage to the environment and sensitive ecosystems.



To reduce pesticide waste, the performances of agricultural sprayers need to be evaluated adequately and accurately [5,6]. Fluorescent tracers have been widely used to simulate pesticides in field tests, including the determination of pesticide spray distribution, deposition, and drift [7,8,9,10,11,12,13,14,15], and the assistance of sprayer design and improvement [16,17,18,19,20]. This is because fluorescent tracers are relatively highly sensitive, economical, practical, and non-poisonous compared to the analysis of active ingredients in pesticides [21,22,23,24]. During the field spray tests, fluorescent tracer is usually mixed in water first, and then the spray solution is discharged as spray droplets in a cloud to the plants. Some droplets deposit in the target area while some reach the ground or drift in the air. Collecting spray samples from target and off-target areas and quantifying the fluorescent tracers on the samples can help determine sprayer performances. The quantification of fluorescent tracers is processed by washing tracers off the samples with a given amount of distilled water, and then using a fluorometer to measure the fluorescent concentration in the washed solution. Because the fluorescent tracer concentration in the spray solution is a pre-determined constant, the amount of spray deposits on the samples can be calculated from the amount of fluorescent tracers measured.



For techniques associated with injection spray, the mixing of pesticide and diluent in the line to the nozzles should be adequate to make sure mixtures are uniform. Hence, quantifying mixing uniformity has been identified as an important subject for evaluating sprayer injection systems [25,26,27]. One effective method for performance evaluation utilizes fluorescent tracers which are injected into the carrier stream. The resulting concentrations of mixture are then estimated based on fluorescent analysis by fluorometers [28,29].



However, there are rising concerns about the measurement accuracy due to the stability of fluorescence during experiments. Various factors can cause a severe inaccuracy of fluorescence analysis. Considerable investigations have been reported on degradation by solar radiation and photodegradation of commonly used fluorescent tracers, which can result in a severe deviation of the test results [30,31,32]. The fluorescent strength of some fluorescent tracers behaved differently in alkaline or acidic solutions. For example, the fluorescence of Brilliant Sulfaflavine (BSF) and Eosin remained nearly constant over the solution pH range of 6.9–10.4; however, Fluorescein had much higher fluorescent sensitivity than BSF and Eosin [33,34]. The variation of solution temperature is another critical factor that can influence fluorescent measurement accuracy. For this reason, some fluorometer manufacturers suggest to keep solutions at stable ambient temperatures, but little information is available on how the temperature can affect fluorometer measurements. For example, Trilogy Laboratory Fluorometer specifies that the operating temperature for its fluorometer should be kept in the range of 15–40 °C, and recalibration is needed if the ambient temperature changes by ±10 °C [35]. In an actual experimental scenario, it is found that the effects of temperature on the deviation of fluorescent analysis varies with the type of fluorescent substances. For some types of fluorescent tracers, temperature effects on the concentration measurement have been underestimated. Taking BSF as an example, a slight variation in the solution temperature can lead to significant measurement errors by a fluorometer. However, there are few reports available about the effect of temperature on the measured concentration of fluorescent tracers commonly used in the evaluation of pesticide spray application efficiency and spray mixture uniformity.



Evaluating the effects of temperature on the measurement accuracy of fluorescent tracers is of importance, because it is difficult to maintain a constant solution temperature under certain analytical conditions. For example, some tests must be conducted with field in-situ measurements of spray deposition. For the field tests, the instruments generally operate in a wide range of outdoor temperatures, and the solution temperature also varies with the environment. Similarly, for indoor laboratory experiments, samples for measurements also have the temperature variation problem, which can be significantly lower or higher than the desired temperature. Therefore, the influence of the variation of temperature on the accuracy of fluorescent tracer analysis should be determined before and after the tests.



Furthermore, it is not only important to know the temperature dependence of the fluorescent tracers, but also to propose a method that can increase the accuracy of fluorescent tracer measurements. The behaviors of florescent tracers under various temperatures are predictable, and they have been generally used for thermometry purposes, such as non-contact measurement of fluid temperature at the microscale with high accuracy [36,37,38,39,40,41]. Therefore, it is also possible to develop reliable correction models [42] which can be used to compensate the deviation of measurement results caused by the solution’s temperature. Response surface analysis is a set of mathematical techniques. By graphing the results of polynomial regression analyses in a three-dimensional space, response surface analysis can provide relationships between predictor variables and an outcome variable [43,44]. In this study, response surface methodology was adopted to establish the relationship among measured concentration, temperature, and nominal concentration to correct the measurement errors.



The objectives of this research were to examine the effect of the changes of solution temperatures on the measured concentrations of fluorescent tracers, and to develop models to compensate the deviation of measurement results caused by temperature changes. The effort of this research was to minimize analytical errors in the concentration measurement of fluorescent tracers, in order to increase the accuracy of accessing pesticide spray mixture uniformity and quantifying spray deposition and drift.




2. Materials and Methods


2.1. Fluorescent Tracers Used


Three typical fluorescent tracers were selected for the tests: BSF (MP Biomedicals, Inc., Aurora, OH, USA), Eosin (Acros Organics, Thermo Fisher Scientific, Pittsburgh, PA, USA), and Fluorescein sodium salt (Sigma-Aldrich, Inc., Saint Louis, MO, USA). BSF and Eosin were the yellowish free acid dyes. Fluorescein sodium salt contained 70% dye content and 30% sodium salt. The excitation and emission wavelengths, Chemical Abstracts Service (CAS) registry number, molecular weight, chemical formula, and fluorescence quantum yield of these tracers, indicated by the manufacturers, are listed in Table 1.




2.2. Fluorescent Tracer Solutions


Pilot work is necessary to identify the linear range for each type of tested fluorescent tracers. In this study, the linear range for each tested fluorescent tracer was identified by preparing sample solutions at different concentrations. Then, linearity was checked by measuring sample solutions from minimum detectable concentrations. If the sample was still in the linear range, the reading would increase in direct proportion to the concentration. If the reading did not increase in direct proportion to the concentration, or if the reading decreased instead, this meant “signal quenching” had begun and the sample was beyond the linear range of the fluorophore. The pilot work of this study identified that the linear range was between 5.00 and 30.00 mg L−1 for BSF, 37.50 and 600.00 µg L−1 for Eosin, and 4.88 and 156.25 µg L−1 for Fluorescein sodium salt.



For each type of tested fluorescent tracer and at each concentration, initial solutions were prepared and then diluted to the desired concentrations. A digital scale with readability to 0.01 g was used to weigh each tracer. A graduated cylinder class with 1.0 mL subdivision and ±0.5 mL tolerance was used to measure the volume of purified distilled water. The concentrations of tracers in the solutions were 5.00, 10.00, 15.00, 20.00, 25.00, and 30.00 mg L−1 for BSF, 37.50, 75.00, 150.00, 300.00, and 600.00 µg L−1 for Eosin, and 4.88, 9.77, 19.53, 39.06, 78.12, and 156.25 µg L−1 for Fluorescein sodium salt, respectively. For each concentration, five samples were prepared for five replications and each sample was stored in a 3.5 mL transparent cuvette.




2.3. Solution Temperatures


Fluorescence intensities were measured with a portable fluorometer (Turner Designs, Inc., San Jose, CA, USA). This fluorometer used fluorescence optical modules which contained the necessary light source and pre-set filters for the required application. The tests were conducted with the fluorometer located inside a laboratory with a constant ambient temperature. The laboratory was equipped with an automatic controller and a Circular Chart Recorder (model: DR5000, Future Design Controls, Inc., Bridgeview, IL, USA) to control the ambient temperature continuously. During the measurement, if the cuvette was kept inside the fluorometer for too long, the fluorometer could raise the solution temperature significantly. Therefore, cuvettes that contained solution samples were inserted into the fluorometer for only about 6 s. Within the 6 s time duration, the increase of solution temperature was less than 0.3 °C.



Before each test, a digital scale (model: Practum1102-1S, Sartorius, Goettingen, Germany) with readability to 0.01 g was used to weight each tracer. The ratio between the fluorescent tracer weight and the distilled water volume was determined to represent the actual concentration or nominal concentration of the solution.



All tests were conducted with the ambient temperature ranging from 19.0 °C to 21.0 °C. As shown in Figure 1, temperatures of tracer solution samples were adjusted with the following step for analysis. The fluorometer cuvettes containing fluorescent tracer solution samples were submerged into the water bath container. Cold water and warm water were alternatively applied to adjust the temperature until the desired value was reached. A stirring rod was used to speed up heat exchange and temperature uniformity distribution. Probe digital thermometers (PDT650, UEi Test Instruments, Beaverton, OR, USA) were used to monitor the tracer solution temperatures in the cuvettes and the water temperature in the container consistently. The samples were kept in the container for at least 10 min, for the temperature reading of the thermometer placed in the cuvette to reach an interval of ±0.5 °C of the desired temperature.



Since the tests in this study were conducted in an indoor laboratory, the factor of photodegradation caused by solar exposure was excluded. To avoid other potential sources of degradation, for each type of fluorescent tracer and under each concentration condition, the time elapsed between the sample preparation and measurement were 4 h. This interval was used for weighing the tracers, mixing with distilled water, diluting, adjusting the temperature, and measuring with the fluorometer. Within such a short time duration, readings were stable. Moreover, the measurements of fluorescent intensity in this study have been based on the assumption that for the same concentration of fluorescent tracer solution with the same temperature and same pH value, readings from the same fluorometer should be constant. the pH value of the purified distilled water used in this study was 6.4. To avoid solution samples contacting with the ambient air containing CO2 and to keep the solution pH condition consistent, the cuvettes containing solution samples were sealed with air-tightened caps. After the solution samples in the cuvettes were sealed with air-tightened caps, their pH value could be kept constant. To avoid contaminations caused by opening and closing the cuvettes filled with fluorescent tracer solutions, five additional cuvettes filled only with distilled water were used to verify the solution temperatures. The five cuvettes were randomly distributed inside the water container. The temperatures in these five cuvettes were measured within the error range of 0.5 °C.



In this study, solution temperatures of 10.0 to 45.0 °C with 5.0 °C intervals were selected. The fluorometer manufacturer recommended that the ambient temperature should be within 15.0–40.0 °C during operation [35]. For some tests, the solution temperature could be higher or lower than the ambient temperature. Therefore, temperatures with ±5.0 °C above and below the fluorometer manufacturer’s recommended temperature range (10.0 and 45.0 °C) were used along with the recommended range.




2.4. Model Development


Response surface methodology was used to establish the relationships between the measured concentration, temperature, and corrected concentration. A statistical analysis and polynomial regression with response surface analysis was performed using the function Curve Fitting Toolbox™ in the Matlab software (ver. 8.5.1.281278 (R 2015a) Service Pack 1, MathWorks, Inc., Natick, MA, USA). The Curve Fitting application was used to fit response surfaces to fluorometer data to determine the effects of temperature on the measured concentrations.



In the response to the surface analysis approach, a polynomial regression with the third order functions was processed. This model was used for prediction of the corrected concentrations. The Fitting Tool was applied and the individual model could be interpreted as a surface fitting function of the experimental data.



The general form of a complete third-degree polynomial regression model in two variables (x, y) was expressed as:


  f    (  x ,   y  )  =  p  00   +  p  10   x +  p  01   y +  p  20    x 2  +  p  11   x y +  p  02    y 2  +  p  30    x 3  +  p  21    x 2  y +  p  12   x  y 2  +  p  03    y 3   



(1)




where p00, p10, p01, p20, p11, p02, p30, p21, p12, and p03 are constants, x represents the solution temperature, and y represents measured concentration.



The constants of the equation were determined by the least square method. After fitting the models, surfaces and contour plots were constructed to predict the relationship between the independent variables and determine coefficient R2. R2 measured the successful level of the fit in explaining the variation of the data. An R2 closer to 1 indicated that a greater proportion of variance was accounted by the model and a better fitting result was reached. The residuals were the differences between the calculated and experimental results for a determined set of conditions. A satisfactory mathematical model fitted to experimental data must present low residual values. Therefore, residual plots of the fitted models were also constructed.





3. Results


3.1. Linear Range and Calibration Model


The fluorescent tracer calibration curves in Figure 2 were obtained with an ambient temperature ranging from 19.0 °C to 21.0 °C. The same ambient temperature range was used for establishing the correction model. The temperature of the solution samples in the cuvette for calibration was 20.0 ± 0.5 °C.



In order to achieve a fluorescent intensity that fell within the range of the fluorometer used, fluorescent tests were limited to the linear range of the response. As shown in Figure 2a–c, the linear range of concentrations used in this study was 5.00 to 30.00 mg L−1 for BSF, 37.50 to 600.00 μg L−1 for Eosin, and 4.88 to 156.25 μg L−1 for Fluorescein sodium salt, respectively.



The tracer concentration of the solution as a function of fluorescence intensity was calibrated before the tests. The calibration equation for the tracer concentration and fluorescence intensity was:



BSF tracer:


  y = 0.305 + 1.681 ×   10   − 4   x ,  R 2  = 0.999  



(2)







Eosin:


  y = − 0.798 + 2.427 x ,  R 2  = 0.999  



(3)







Fluorescein sodium salt:


  y = 0.031 + 0.008 x ,  R 2  = 0.999  



(4)




where y is the tracer concentration in the solution and x is the fluorescence intensity.




3.2. Effect of Temperature on Measured Concentration of Fluorescent Tracers


3.2.1. Estimation of the Accuracy of the Fluorometer


Because random errors could be caused by tiny fluctuations in temperatures due to sample-to-sample variations—for example, because of temperature variations in the laboratory environment, the solution samples or the fluorometer itself—measuring the solution sample even with the same concentration by a fluorometer could result in slightly different readings each time. These errors could be reduced by taking the average of repeated measurements. To compare the fluorometer uncertainty regarding the observed sample-to-sample variations, overall average values for the coefficient of variation (CV) under tested nominal concentrations were calculated. For BSF with nominal concentrations ranging from 5.00 to 30.00 mg L−1, the overall average CV values were 1.01%, 0.97%, 1.16%, 1.29%, 1.66%, and 1.51%; for Eosin with nominal concentrations ranging from 37.50 to 600.00 µg L−1, the overall average CV values were 3.54%, 1.70%, 1.50%, 0.88%, and 0.74%; for Fluorescein sodium salt with nominal concentrations ranging from 4.88 to 156.25 µg L−1, the overall average CV values were 7.82%, 3.33%, 1.08%, 1.34%, 1.48%, and 0.69%, respectively. It was found that BSF had a slightly higher fluorometer measurement uncertainty at higher nominal concentrations. Conversely, Eosin and Fluorescein Sodium Salt had higher fluorometer uncertainty at lower concentrations.




3.2.2. BSF


Figure 3 shows the measured concentration of BSF solution with the variation of temperature from 10.0 to 45.0 °C. The measured concentration was obviously affected by the solution’s temperature. It was found that the measured concentration decreased as the solution temperature increased at all nominal concentrations. As the temperature was increased from 10.0 to 35.0 °C, a sharp drop in the measured concentration occurred over this temperature range. As the temperature increased further, the decrease rate slowed down, and the measured concentration tended to be consistent and stable. For example, at a nominal concentration of 20 mg L−1, the measured concentration was 36.41, 26.59, 20.45, 15.90, 12.83, 10.61, 8.92, and 7.78 mg L−1 when the solution temperature was 10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C, respectively.



BSF should be considered as highly sensitive to temperatures, because a slight variation in solution temperatures could lead to a significant measurement error by the fluorometer. For instance, for the BSF solution of 30.00 mg L−1, the measured concentration decreased over 2.5 times (from 75.40 to 29.90 mg L−1) when the solution temperature increased from 10.0 to 20.0 °C.



For different nominal concentrations, the measured concentrations did not display a constant decrease trend with increased solution temperatures. As the temperature increased, the decrease of measured concentrations was found to be even more remarkable for samples with higher nominal concentrations. For example, at a nominal concentration of 5.00 mg L−1, the measured concentration was 7.65, 6.02, 4.95, 4.18, 3.50, 3.04, 2.66, and 2.37 mg L−1 when the solution temperature was 10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C, respectively; however, at a nominal concentration of 30.00 mg L-1, the measured concentration was 75.44, 43.57, 29.88, 22.62, 17.61, 14.56, 11.90, and 9.92 mg L−1.



These results revealed that relatively higher nominal concentrations could aggravate a negative influence of the solution temperature on the measured concentrations and could reduce the detection accuracy. For the BSF solution, over the temperatures tested (10.0 to 45.0 °C), the relative error of measured concentrations to nominal concentrations fell in the range of 1.04–53.08% (average 32.44%), 1.28–60.38% (average 35.83%), 0.93–72.59% (average 39.17%), 2.23–82.07% (average 42.14%), 0.66–120.84% (average 49.39%), and 0.39–151.46% (average 55.21%) for the nominal concentrations of 5.00, 10.00, 15.00, 20.00, 25.00, and 30.00 mg L−1, respectively.



Table 2 shows the mean measured concentration and CV of the BSF solutions across the eight temperatures at six different nominal concentrations. The CV increased from 42.44% to 78.18% as the nominal concentration increased from 5.00 to 30.00 mg L−1. The results of the statistical analysis also indicated that for all the nominal concentrations (5.00, 10.00, 15.00, 20.00, 25.00, and 30.00 mg L−1), the means of measured concentrations were significantly different (p < 0.01) for the BSF solution under tested solution temperature conditions (10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C). The solution temperature influenced the measured concentrations more significantly when the measurement was conducted at relatively higher nominal concentrations.




3.2.3. Eosin


As with BSF, the measured concentration of Eosin was also affected by the solution’s temperature (Figure 4). However, the measured concentration of Eosin slightly decreased at first when the temperature increased from 10.0 °C to 15.0 °C or 20.0 °C, and then increased smoothly as the temperature increased further. Compared to BSF, the measured concentration of Eosin was more temperature-independent at lower temperatures, but was more influenced by higher temperatures. For example, at a nominal concentration of 150.00 μg L−1, the measured concentrations were 151.69, 149.49, 148.76, 156.25, 163.93, 171.08, 179.66, and 194.09 μg L−1 when the solution temperatures were 10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C, respectively.



For the tested nominal concentrations, the influence of temperature on the measured concentrations was lowest at the nominal concentration of 150.00 μg L−1. Relatively lower or higher nominal concentrations were more severely influenced by temperature, and the measurement accuracy was lower. For the Eosin solution, over the tested temperature range from 10 to 45 °C, the relative error of measured concentrations to nominal concentrations fell in the range of 0.14–34.43% (average 13.71%), 0.20–32.82% (average 12.58%), 0.34–29.40% (average 9.87%), 0.49–31.46% (average 11.15%), and 0.43–30.64% (average 11.29%) for the nominal concentrations of 37.50, 75.00, 150.00, 300.00, and 600.00 μg L−1, respectively.



The mean measured concentrations were affected by the solution temperature at different nominal concentrations. The CV decreased first from 10.62 to 9.90%, and then increased to 11.41% as the nominal concentration increased from 37.50 to 600.00 μg L−1 (Table 2). The results of the statistical analysis indicated that the differences in the means of measured concentrations were significant (p < 0.01) for Eosin solutions under tested solution temperature conditions (10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C).




3.2.4. Fluorescein Sodium Salt


Figure 5 shows the effect of temperature on the measured concentration of Fluorescein sodium salt. Differently from BSF and Eosin, the measured concentrations of Fluorescein sodium salt did not display a constant increase or decrease trend with increased or decreased solution temperatures. Instead, it fluctuated slightly with the temperatures tested. It was also found that among the three tracers the measured concentration of Fluorescein sodium salt was the least affected by solution temperature. For example, at a nominal concentration of 39.06 μg L−1, the measured concentrations were 38.45, 38.87, 38.70, 38.57, 39.85, 38.89, 38.13, and 39.22 μg L−1 when the solution temperatures were 10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C, respectively. Especially, low nominal concentrations led to a nearly constant measured concentration over the tested temperature range. At a nominal concentration of 4.88 μg L−1, the measured concentrations were 4.70, 5.50, 5.54, 5.15, 4.64, 4.45, 4.69, and 5.65 μg L−1 when the solution temperatures were 10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C, respectively.



The least affected tracer by the variation of temperature had the highest measurement accuracy. For the Fluorescein sodium salt solution, over the temperature range from 10.0 to 45.0 °C, the relative error of the measured concentrations to nominal concentrations fell in the range of 0.01 to 1.82% (with an average of 0.95%), 0.09 to 3.02% (with an average of 1.08%), 0 to 4.91% (with an average of 2.61%), 0.23 to 6.85% (with an average of 2.81%), 0.04 to 5.50% (with an average of 2.30%), and 0.02 to 5.27% (with an average of 3.01%) for nominal concentrations of 4.88, 9.77, 19.53, 39.06, 78.12, and 156.25 μg L−1, respectively.



The coefficients of variation for the mean concentrations across the five temperatures at six different nominal concentrations fluctuated slightly between 1.10% and 2.26%—much less than those of the BSF and Eosin solutions. It was noted that for the nominal concentrations of 4.88 and 9.77 μg L−1 there was no significant difference (p > 0.05) between the means of measured concentrations. Hence, for these two concentrations, the measured concentration could be considered as agreeing satisfactorily with the nominal concentration. However, for the nominal concentrations of 19.53, 39.06, 78.12, and 156.25 μg L−1, the differences between means of measured concentration were significant (p < 0.01) under tested solution temperature conditions (10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C).



Thus, the measured concentrations were strongly affected by the temperature of the fluorescent tracer solutions, except for Fluorescein sodium salt. BSF was the most sensitive to temperature changes among the tested nominal concentrations, followed by Eosin.





3.3. Correction Models


The experimental results showed that the variation in measured concentration with temperature depended on the type of tested florescent tracers; therefore, a specific response surface model was developed for a specific fluorescent tracer.



The surface response model for BSF was


     f    (  x ,   y  )  =   − 4.29 + 0.438 x + 1.088 y − 4.11 ×   10   − 2   x y − 1.838 ×   10   − 2    y 2       + 7.09 ×   10   − 5    x 3  + 1.904 ×   10   − 3    x 2  y + 7.75 ×   10   − 4   x  y 2       + 6.089 ×   10   − 5    y 3     (   R 2  = 0.9957  )      



(5)




for Eosin, it was


     f    (  x ,   y  )  =   − 56.25 + 5.94 x + 1.122 y − 0.1965  x 2  − 4.9 ×   10   − 3   x y − 3.567 ×   10   − 5    y 2       + 2.055 ×   10   − 4    x 3  − 5.414 ×   10   − 5    x 2  y − 1.574 ×   10   − 6   x  y 2       + 9.726 ×   10   − 8    y 3     (   R 2  = 0.9997  )      



(6)




and for Fluorescein sodium salt, it was


     f    (  x ,   y  )  =   − 5.935 + 1.146 x + 0.86 y − 4.927 ×   10   − 2    x 2  + 1.34 ×   10   − 3   x y      + 1.732 ×   10   − 3    y 2  + 6.204 ×   10   − 4    x 3  − 2.109 ×   10   − 5    x 2  y      − 6.267 ×   10   − 6   x  y 2  − 6.468 ×   10   − 6    y 3     (   R 2  = 0.9996  )      



(7)







The R2 values for the three models were 0.9957 for BSF, 0.9997 for Eosin, and 0.9996 for Fluorescein sodium salt. A higher R2 indicated a more satisfactory adjustment of the cubic polynomial model to the experimental data and a higher correlation between the measured and the predicted values.



A three-dimensional visualization of the predicted models could be obtained by the response surface plots shown in Figure 6.



The residual graphs were plotted in Figure 7a–c. The low residuals indicated that the regression models for BSF, Eosin, and Fluorescein sodium salt tracers agreed well with the actual solution concentrations. Thus, the models were adequate to make precise interpretations about the behavior of fluorescent tracers under various solution temperatures.



With the correction model, the analytical errors of corrected concentration and nominal concentration were calculated and evaluated. The corrected concentrations for the BSF tracer are shown in Figure 8a. The relative error of corrected concentrations to nominal concentrations fell in the range of 0.03–25.93% (6.86% average), 0.88–3.24% (1.72% average), 0.46–5.28% (2.29% average), 0.15–6.82% (2.80% average), 0.06–2.54% (1.29% average), and 0.08–4.55% (2.50% average) for the nominal concentrations of 5.00, 10.00, 15.00, 20.00, 25.00, and 30.00 mg L−1, respectively.



The coefficients of variation for the mean corrected concentrations of the BSF solution across eight temperatures at six different nominal concentrations, based on Equation (5), increased greatly (Table 3) compared to the values in Table 2. The highest coefficients of variation were recorded as 10.21% at the nominal concentration of 5 mg L−1, while the rest were lower than 2.94%.



The corrected concentrations for Eosin are shown in Figure 8b. For the tested temperatures (10.0 to 45.0 °C), the relative error of corrected concentrations to nominal concentrations fell in the ranges of 0.63–4.93% (2.87% average), 0.10–4.43% (2.30% average), 0.34–2.23% (1.09% average), 0.04–1.52% (0.77% average), and 0.03–1.39% (0.73% average) for the nominal concentrations of 37.50, 75.00, 150.00, 300.00, and 600.00 μg L−1, respectively.



The coefficients of variation for the mean corrected concentrations of Eosin decreased from 3.51% to 0.88% as the nominal concentrations increased from 37.50 to 600.00 μg L−1 (Table 3).



For Fluorescein sodium salt (Figure 8c), the differences between corrected concentrations and nominal concentrations at different temperatures were very small and could be negligible. The coefficients of variation for mean corrected concentrations across eight temperatures at four nominal concentrations fluctuated between 1.54% and 2.26% (Table 3). Thus, it was unnecessary to apply the correction model for Fluorescein sodium salt.



For the tracers of BSF, Eosin, and Fluorescein sodium salt with solution temperatures ranging from 10.0 to 45.0 °C, the above analyses showed that the relationships among the measured concentration, temperature, and corrected concentration were well correlated. The low relative errors and coefficients of variation with the correction models indicated that the variations in measured concentrations caused by the solution temperatures could be corrected accurately.





4. Discussion


The measured concentration of different fluorescent tracers responded differently to their solution temperatures. To avoid this problem, pilot works should be essential to figure out the desired temperature range for different types of fluorescent tracers for ensuring the accurate measurement.



For laboratory tests, it is necessary to follow the fluorometer manufacturer’s recommendations and control the ambient temperature within a specific range to reduce the analytical errors. If the tests require high-precision measurements for certain types of fluorescent tracers, pilot tests are necessary to identify desired temperature ranges that could provide measurement results with acceptable accuracy. If the temperature cannot be adjusted to a desired range, the temperature should be recorded along with the measured concentration, and the correction models should then be applied to correct the measured concentrations.



For instruments that are deployed for in-situ field measurements, due to the difficulty of controlling the ambient temperature, stable tracers should be used. Otherwise, it is necessary to determine the relationship between the solution temperature and the tracer concentration prior to its use. To minimize analytical errors, the solution temperature should also be measured and recorded. After the experiments, correction models should be used to compensate the deviation of measured concentrations caused by the solution temperature.



It should be noted that fluorometer manufacturers usually suggest a recalibration when new fluorescent tracers are used. Therefore, when the fluorescent tracer changes to a different provider, manufacture, or batch number, a recalibration is necessary. Accordingly, to ensure measurement precision and accuracy, correction models also need to be re-established by using the method presented in this study. Although the specific equations of the correction models obtained in this study may not be directly applied by other researchers, the methodology presented in this study could be effectively generalized and applied by other researchers to numerically correct the measured concentration errors due to variations in the solution temperature.



This study also provided a technique for developing fluorometers equipped with a temperature compensation function. In this way, when the fluorometer measured the fluorescent intensity, the solution temperatures were also acquired at the same time to fit into the correction models. As a result, the error caused by the temperature variation could be compensated by using specific correction models embedded in the fluorometer for different tracers.



Actually, the true concentration was not changed throughout the experiment. This is because the amount of fluorescent tracers (solute) in distilled water (solvent) was unchanged. However, during the reading, the variation of the measured concentrations was caused by the effects of the changes in the solution temperature on the fluorescent strengths. It has been found that the influence of temperature on the evolution of the fluorescence quantum yield is explained by the competition between the radiative relaxation mechanisms (fluorescence, phosphorescence) and the non-radiative relaxation mechanisms (inter-system crossing, internal conversion) [45]. For the future research, physical reasons for the temperature effect on the tracer concentration should be discovered, considering the following aspects: investigating the mechanisms of temperature effects based on spectroscopy, establishing models for the spectra of the dyes (both emission and absorption) as a function of the temperature, and analyzing the absorption of the incident excitation and fluorescence re-absorption. Because the temperature dependence of Eosin and Fluorescein disodium is driven by two mechanisms that are very different, one has a dependence on the quantum yield and the other on the absorption cross section. This has an influence on the interpretation of the results and should be explored and discussed in the future research.




5. Conclusions


The effect of solution temperatures on the measured fluorescent concentration for fluorescent tracers of BSF, Eosin, and Fluorescein sodium salt was investigated. The following conclusions are highlighted.



The measured concentrations of BSF, Eosin, and Fluorescein sodium salt were influenced by the solution temperature and the effect varied with the type of the tracer. Among the three fluorescent tracers, BSF was the most affected by the solution temperature, followed by Eosin, while the influence on Fluorescein sodium salt was negligible.



The measured concentrations of BSF decreased as the solution temperature increased. The decrement rate was high at first, then slowed down, and then tended to become constant as the temperature increased. In contrast, the measured concentrations of Eosin decreased slowly at first and then increased noticeably as the temperatures increased.



Third-order polynomial correction models were developed to minimize the error in the fluorescent analysis. These models, using the response surface methodology, enabled numerical corrections of the measured concentration errors due to variations of the solution temperatures. The corrected concentrations agreed well with the nominal concentrations. The overall relative errors were reduced from 42.36% to 2.91% for BSF, 11.72% to 1.55% for Eosin, and 2.68% to 1.17% for Fluorescein sodium salt.



Therefore, the accuracy of the fluorescent concentration measurements should be examined with the solution temperatures to minimize analysis errors during the fluorescent tracer selection, for accurate quantifications of spray deposition on targets and off-target losses, and for obtaining spray mixture uniformity. It was necessary to adjust the fluorescent tracer solution temperature to a specific desired range for sample analyses. If the solution temperature adjustment is not feasible, the temperature should be recorded for each concentration measurement, and then the correction models should be applied to avoid measurement errors.



As a result of this research, it is recommended that spray sample analyses use the correction models if the analyses must be processed in the field; otherwise, the samples should be calibrated and analyzed in laboratories with the same constant ambient temperature.
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Figure 1. Schematic view of the water bath container and the other apparatus used to control the temperatures of fluorescent tracer solutions. The temperatures of the fluorescent samples were maintained by immersing the cuvettes in a manually temperature-controlled water bath container. 
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Figure 2. Calibration curves of three different fluorescent tracers: (a) BSF; (b) Eosin; (c) Fluorescein sodium salt. RFU represents Relative Fluorescence Units. 
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Figure 3. The effect of temperature on the measured concentration of BSF solutions at nominal concentrations of 5.00, 10.00, 15.00, 20.00, 25.00, and 30.00 mg L−1 (error bars represent the doubled standard deviation (±2σ)). 
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Figure 4. The effect of temperature on the measured concentration of Eosin solutions at nominal concentrations of 37.50, 75.00, 150.00, 300.00, and 600.00 μg L−1 (error bars represent the doubled standard deviation (±2σ)). 
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Figure 5. The effect of temperature on the measured concentration of Fluorescein sodium salt solutions at nominal concentrations of 4.88, 9.77, 19.53, 39.06, 78.12, and 156.25 μg L−1 (error bars represent the doubled standard deviation (±2σ)). 
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Figure 6. Response surface graph for BSF, Eosin and Fluorescein sodium salt: (a) BSF; (b) Eosin; (c) Fluorescein sodium salt. 
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Figure 7. Residual plots of the response surface graph: (a) BSF; (b) Eosin; (c) Fluorescein sodium salt. 
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Figure 8. Corrected concentrations: (a) BSF tracer; (b) Eosin; (c) Fluorescein sodium salt. 
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Table 1. Fluorescent tracers used in the tests.






Table 1. Fluorescent tracers used in the tests.





	Fluorescence Tracers
	Excitation (nm)
	Emission

(nm)
	CAS Number
	Molecular

Weight
	Formula
	Fluorescence Quantum Yield





	BSF
	460
	500
	2391-30-2
	404.4
	C19H13N2NaO5S
	0.27



	Eosin
	525
	545
	15086-94-9
	647.9
	C20H8Br4O5
	0.63



	Fluorescein sodium salt
	460
	515
	518-47-8
	376.27
	C20H10Na2O5
	0.97
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Table 2. Mean measured concentrations for BSF, Eosin and Fluorescein sodium salt solutions at different nominal concentrations across eight solution temperatures (10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C).
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Fluorescent Tracer

	
BSF




	
Nominal concentration (mg L−1)

	
5.00

	
10.00

	
15.00

	
20.00

	
25.00

	
30.00




	
Measured concentration (mg L−1)

(CV (%))

	
4.3

(42.44)

	
8.52 (47.58)

	
12.83 (52.97)

	
17.44 (56.90)

	
22.74 (68.87)

	
28.19 (78.18)




	
Fluorescent tracer

	
Eosin




	
Nominal concentration (μg L−1)

	
37.50

	
75.00

	
150.00

	
300.00

	
600.00

	




	
Measured concentration (μg L−1)

(CV (%))

	
42.64 (10.62)

	
84.09 (10.32)

	
164.37 (9.90)

	
331.64 (10.68)

	
655.93 (11.41)




	
Fluorescent tracer

	
Fluorescein sodium salt




	
Nominal concentration (μg L−1)

	
4.88

	
9.77

	
19.53

	
39.06

	
78.12

	
156.25




	
Measured concentration (μg L−1)

(CV (%))

	
4.90

(1.10)

	
9.82

(1.37)

	
20.04

(1.54)

	
40.16 (2.26)

	
79.91 (1.64)

	
160.95 (1.79)
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Table 3. Mean corrected concentrations for BSF, Eosin and Fluorescein sodium salt solutions at different nominal concentrations across eight solution temperatures (10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C).






Table 3. Mean corrected concentrations for BSF, Eosin and Fluorescein sodium salt solutions at different nominal concentrations across eight solution temperatures (10.0, 15.0, 20.0, 25.0, 30.0, 35.0, 40.0, and 45.0 °C).





	
Fluorescent Tracer

	
BSF




	
Nominal concentration (mg L−1)

	
5.00

	
10.00

	
15.00

	
20.00

	
25.00

	
30.00




	
Corrected concentration (mg L−1)

(CV (%))

	
4.68

(10.21)

	
10.09

(1.76)

	
15.22

(2.38)

	
20.39

(2.94)

	
25.04

(1.62)

	
29.52

(2.62)




	
Fluorescent tracer

	
Eosin




	
Nominal concentration (μg L−1)

	
37.50

	
75.00

	
150.00

	
300.00

	
600.00

	




	
Measured concentration (μg L−1)

(CV (%))

	
37.53 (3.51)

	
75.59 (2.87)

	
148.96 (1.19)

	
300.74 (0.94)

	
599.89 (0.88)




	
Fluorescent tracer

	
Fluorescein sodium salt




	
Nominal concentration (μg L−1)

	
4.88

	
9.77

	
19.53

	
39.06

	
78.12

	
156.25




	
Measured concentration (μg L−1)

(CV (%))

	
4.90

(1.10)

	
9.82

(1.39)

	
20.04

(1.53)

	
40.16 (2.26)

	
79.91 (1.64)

	
160.95 (1.79)
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