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Abstract: The demand-responsive transit (DRT) service is an emerging and flexible transit mode to
enhance the mobility of the urban transit system by providing personalized services. Passengers
can make advanced appointments through smartphone applications. In this paper, an analytical
model is proposed for the many-to-one DRT system. The agency and user costs are approximated by
closed-form expressions. The agency cost, which is also the operation cost, is approximated by the
continuum approximation technique. A nearest-neighbor routing strategy is applied, whereby the
vehicle always collects the nearest passenger waiting in the system. The Vickrey queueing theory
is adopted as the basis for approximating each component of the user cost, which is composed of
the out-of-vehicle and in-vehicle waiting times and schedule deviations, which also depend on the
service quality of the DRT system. The results of the numerical experiment show that (1) the agency
and user costs are influenced significantly by the demand density, and (2) the DRT operator cannot
further decrease the operating cost by solely deploying larger vehicles.

Keywords: demand-responsive transit; analytical model; Vickrey equilibrium; optimal vehicle
occupancy; many-to-one

1. Introduction

The construction of the on-demand transit system was widely recognized in the last decade as an
effective policy that can solve the first/last mile connectivity between residential areas and public transit
stations. Compared with traditional fixed-route transit, demand-responsive transit (DRT) provides
flexible services owing to the on-demand schedules and dynamic deviations [1-4]. As an essential
component of the multimodal transit system, the DRT usually acts as a conjunction by collecting
passengers and carrying them to other transit stations (e.g., railway or fixed-route bus stations), which
is an alternative travel option that is competitive with private automobiles.

One of the salient features of DRT is the elimination of access distance for transit users by
providing door-to-door services where users only have to make travel requests and wait to be picked
up. In general, two types of DRT system are widely applied in practice: fully flexible services and
semi-flexible services. The fully flexible transit refers to the service with fully flexible routes and
schedules, which are dependent on ad hoc demands. On the other hand, the semi-flexible service can
be seen as the regular fixed-route transit with on-demand adjustments, such as route deviation [5].
This paper focuses on the fully flexible transit service.

Thanks to the advanced information and telecommunication technologies, travelers are allowed
to take on-demand services or subscription bus services, especially in remote areas during peak
hours [4,6]. An apparent trade-off is that transit users have to wait for the vehicle to pick them up and
then stay in the vehicle, which may detour to pick up and drop off other users. Hence, the quality of
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service could be evaluated by the waiting and in-service times, and the earliness/lateness with respect
to their wished arrival time at their destinations [7-9].

The quality of the DRT service strictly depends on the operating cost of the agency. An apparent
trade-off is that a large investment into transit operating resources (e.g., fleet size, crew, vehicle capacity)
would increase the system service quality; conversely, the passengers may suffer from low service
quality resulting from inadequate service capacity by reducing operating cost. For instance, passengers
would tolerate higher delay in the system awaiting pickup services, longer in-vehicle travel time, and
earliness/lateness resulting from the lack of punctuality if the passenger demand exceeds the existing
operating capacity. In this regard, when transporting passengers, improving service quality must be
balanced against minimizing operating costs by optimizing operation and management strategies in
the DRT system, while the total costs of agency and passengers are minimized.

As a kind of flexible transit service, the routing and schedule of vehicles in the DRT system are
responsive to the real-time passenger demand. One of the aims of DRT services is to improve the
mobility in low-demand-density areas by providing door-to-door services. In this regard, the operating
cost of DRT services becomes unavoidably expensive to maintain a considerable quality of service.
Due to the limited operating resources, it is of great importance for the agency to use its resources as
efficiently as possible and obtain an optimal balance between the expense of resources and quality of
the DRT system. The major motivation of this study is to investigate how these critical parameters
affect the system cost and the passenger’s travel behavior in such a transit system.

To facilitate such a design, an analytical model is formulated to approximate the operating cost
of the collection phase. This approach provides analytical tools for computing the travel distance
through a set of demand points, which are assumed to be continuously distributed over a geographic
region [8]. Compared with detailed techniques such as discrete mathematical programming methods,
the analytical techniques formulate closed-form expressions based on the spatial density of demand
rather than discrete points, which helps to reveal meaningful insights between essential components
and usually reduces the computational burden [10].

From the perspective of transit users, they have to decide what time to make requests since they
then wait at stops to be picked up. As aforementioned, an insufficient capacity of the DRT system
would formulate a queue of service and lead to delays, as well as schedule deviations from users’
wishes. The Vickrey [11] congestion theory is adapted to approximate the user cost incurred when the
operating capacity is deficient to satisfy the demand. Transit users are assumed to be rational, who
tend to minimize their own travel costs in their own trips by adjusting their request time to balance the
trade-off between delay and schedule deviation, which leads to a user equilibrium (UE) condition,
under which no one has an incentive to change their departure time to reduce their own travel cost.
However, it is still possible to reduce the total system cost by optimizing the decisions variables (e.g.,
vehicle capacity, occupancy, feet size) during the DRT operation.

1.1. Literature Review

The DRT service was initially provided to extend the coverage of the traditional fixed-route
network by providing door-to-door services and enhancing the mobility for certain groups of customers
(e.g., the elderly and people with special needs), especially in remote areas with low demand densities.
The practice the on-demand transit services emerged in the 1970s, i.e., the Dial-A-Ride service offered
in the United States (US) [12]. With the help of interactive and intelligent information platforms
(via smartphone applications or websites), various types of similar on-demand transit services
gained increasing popularity worldwide, such as customized/subscription buses [4], dial-a-ride [13],
personalized rapid transit [14], and shuttle buses [15]. The application of advanced planning and
operational approaches, including intelligent dispatching and matching, flexible routing, and dynamic
pricing, further makes the DRT an increasingly attractive alternative for personal vehicles and
conventional transit systems [16,17]. Considering the continually increasing cost of on-demand
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services, the modeling and estimation of the performance of DRT is a hot topic aimed at increasing the
efficiency of the DRT system.

A great deal of research was conducted to investigate the factors influencing the performance
of DRT systems from multiple aspects. Amirgholy and Gonzales [7] pointed out that the modeling
approaches can be categorized in terms of the data availability, which are simulations [2,18-20] and
mathematical methods [21,22]. The simulation method is applicable when it is difficult to develop
closed-form expressions for the system’s performance, which needs a large body of data including
passenger demand and distribution (both spatially and temporally), fleet size, and vehicle trajectory.
Dessouky et al. [20] conducted a study through simulation and investigated the level of service for
specific strategies (e.g., zoning and time-window settings) conducted on the DRT system in Los Angeles,
California. Chandra et al. [2] explored the optimal operating capacity, fleet size, and cycle length in El
Cenizo, Texas, via a simulation study by using the data collected from a survey questionnaire.

A number of studies were also devoted to describing the DRT system analytically by formulating
close-form mathematical expressions aimed at revealing the underlying relationships between
essential variables. From the modeling point of view, the DRT system can be idealized as a
many-to-many or many-to-one transportation network with respect to the demand characteristic
and the loading/unloading strategy [22]. Daganzo [21] proposed an analytic model to measure the
performance (e.g., average riding and waiting times) of the many-to-many DRT system for three
dispatching strategies in terms of passenger demand and network attributes. It was found to fit the
simulated result with a simpler and quicker calculation process. Fu [23] developed a new analytical
model based on Daganzo’s work [21] which could explain the complex relationship between system
variables including fleet requirement, system capacity, and service quality. Rahimi et al. [17] proposed
robust models to investigate the impacts of relevant exogenous variables on the agency’s operating
cost and validated the model with historical data.

The on-demand bus routing problem can be described as a traveler salesman problem (TSP) with
pick-up and delivery, which was well studied by a large body of research aimed at improving the
accuracy of the length of near-optimal tours. In practice, the passenger demand can be clustered both
spatially and temporally. For instance, the destinations of passengers’ morning commutes are usually
concentrated at certain activity centers such as schools, hospitals, and transit hubs. Hence, the random
many-to-many transportation network can be reduced to a many-to-few or many-to-one network
via clustering and zoning techniques [23]. Daganzo [24] proposed a concise analytical expression to
predict the travel distance of a fleet of vehicles by means of the “cluster first, route second” approach.
The estimation model of the near-optimal length of the TSP tour in irregularly shaped areas was further
developed in other studies [25,26]. Del Castillo [27] assumed that the set of demand points is distributed
over a circular region. The TSP tour was constructed based on the optimal partition of the region,
which was obtained by the continuous approximation of the demand points. Quadrifoglio et al. [15]
introduced the rectilinear Hamiltonian path to the design of mobility allowance shuttle transit services.
The relationship between the velocity along the primary direction and the demand was analyzed.
Chandra and Quadrifoglio [2] developed an analytical model for the approximation of the near-optimal
terminal-to-terminal cycle length of the DRT service. The objective function of this model was to
maximize the system’s level of service with respect to the cycle length.

Compared with conventional transit systems, a user’s trip choice behavior in the DRT system
is more complex because users have fully flexibility to make choices on their trips, including when
to make trip requests, the specific pickup/delivery times, and whether to accept offered trips [4].
In rush hours, because of limited available capacity, the analysis of the congestion effect is of great
importance, which would influence the user’s travel behavior. In the 1960s, Vickrey [11] formulated
the first tractable model of the dynamics of morning commuting congestion. The schedule delay cost
was introduced to reflect the result of the congestion effect. In line with Vickrey’s bottle model [11],
Tian et al. [28] analyzed the equilibrium state of the morning commuting pattern on a many-to-one
transit system considering the in-vehicle congestion effect and early/late arrival penalty. Amirgholy
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and Gonzales [7] first considered the DRT system as a bottleneck where the Vickrey’s [11] congestion
theory was applied to capture the equilibrium condition and approximate user’s costs. Each DRT user
intends to minimize their own travel cost, including the waiting time to be picked up, the in-vehicle
traveling time, and the schedule delays.

To sum up, even though there is a large body of research on analytical models of DRT systems,
studies on the synthetic analysis of the DRT system from both the agency’s and the user’s perspectives
are scarce. Additionally, most previous studies did not provide a comprehensive analysis of the user
cost. For instance, the user’s waiting time does not only refer to the time of waiting to be picked up.
Because of the limited service capacity, the additional waiting time that a user waits to be assigned to
an available bus should be taken into account.

1.2. Objectives and Contributions

The objective of this paper is to present an analytical model to investigate the relationship between
essential variables and the agency and user costs. The agency cost is approximated by using the
continuum approximation analysis. The passenger’s travel behavior is assumed to follow Vickrey’s
equilibrium, where passengers have to decide what time to make the trip requests to DRT operators
and consider the trade-offs between different cost components.

The contribution of this study is threefold. Firstly, closed-form expressions for the agency and
user costs of the DRT system are proposed. Secondly, the user cost is considered comprehensively and
approximated by the Vickrey’s equilibrium where the new equilibrium state is derived for the DRT
system. Thirdly, the experiment results show that the demand density is more influential than the area
of the service region, and solely an increase in vehicle capacity cannot provide an efficient DRT system.

The remainder of this paper is organized as follows: Section 2 gives the analytical model for the
DRT system. In Section 3, a series of numerical experiments are conducted. Finally, we conclude the
paper with some remarks and perspectives.

2. Methodology

2.1. General Description of the Analytical Model

Consider a generic service region containing a hieratical transit network composed of two transit
modes: the flexible on-demand transport service and the urban railway transit. The DRT serves as
the feeder that collects passengers based on real-time requests and delivers them to railway stations.
This operation mode is similar to the operating strategy for “many-to-one” systems [8], in which a
fleet of homogeneous vehicles is assumed to travel in cycles, collecting passengers from their origins
to railway stations. With perfect information (including the schedule information of both DRT and
railway services), which can be easily obtained from the transit information platform provided by the
agency (e.g., websites, smartphone applications), passengers are assumed to be able to decide their
pick-up times aimed at catching the rail transit on time.

The service region is assumed to be characterized by its area, the number of railway stations, the
spatial density of passengers over the region, and the depot location. Suppose a service region A with
area A. Let R = {1,2,...,|R|} denote the set of indices for railway stations in the service region and
j € R be a particular station. We assume that each transit station serves a subregion of A, which is
known as the “catchment area” [29] that encompasses an area of potential passengers that would be
willing to access this station. Each subregion is approximated by a rectangle with length and width,
served by a fleet of homogeneous vehicles. Let A; denote the subregion served by station j with area
Aj. For simplicity, the service region is defined as fully covered by the subregion, thatis, ) ;g Aj = A.
The user demand within the area is assumed to be spatially uniformly distributed within a given time
interval of the day with a spatial density A; (number of users per unit area). Considering the full
flexibility of the DRT service, stops of the DRT vehicle are according to the real-time passenger requests.
The total number of stops, N j,inarea A; is equal to the number of passengers, that is, N i =AjA;
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A fleet of identical vehicles with capacity Q (pax) is assumed to be allocated by the agency in
the service area. Passengers make trip requests through the information platform to the agency to
specify their desired pickup location and time. A nearest-neighbor routing strategy is adopted where
each bus always picks up the nearest passenger who is waiting in the system. In the remainder of this
section, a continuum approximation is firstly adopted to analyze the agency cost. Then, considering
the queueing phenomenon, the Vickrey [11] queueing theory is adopted as the basis for approximating
each component of the user cost.

2.2. Agency Cost

The agency costs in the DRT system include the expected total distance that vehicles travel in the
network and the expected total fleet size needed in operation. The DRT network is constructed by
a number of bus trips, each of which serves a railway station. More specifically, a bus trip begins at
the depot and then travels to a subregion of size A; to visit passengers in this area via a Hamiltonian
path [30], while the number of passengers is obtained by A;A;. In this study, it is assumed that the
depot is located outside the service area A. Hence, it is common to decompose the expected distance
of a DRT trip for a certain station, denoted as D, into three components: (i) the expected distance from
the origin of the trip (e.g., the depot) to the first user in the subregion A4, D}; (ii) the expected distance

from the first user to the last user within A jr D]2. ; and (iii) the expected distance form the last user on

the trip to the rail station, D?’. Hence,
D =Dj +D} +D5. @

In continuum approximation analysis, the routing details within the vehicle service area are
usually modeled approximately in terms of continuous variables, i.e., the spatial density [8]. Analytical
models were developed in previous studies [26,31], which aimed at investigating the relationship
between the tour length and the average number of passengers in service areas of different shapes
based on the formulation in References [24,25]. For a spatially uniformly distribution of passenger
demand, D! can be estimated by the expected distance from the depot to a passenger in A j which is
randomly located. Suppose that the distance from the origin of the trip (e.g., the depot) to the centroid
of Ajis ¢1;. As developed by Campbell [31], D} can be calculated by the product of a factor, K;, which

is related to ¢4 jr and the square root of A jr that is, D} = Ki(¢1 j) \/A—] D? indicates the sum of vehicle
“peddling” distance with respect to the number of passengers in Aj, which highly depends on the
routing strategy the agency applied based on the specific circumstances of the serving area, such as
demand density. Let y; denote the distance from the centroid of A; to station j. D;’ can then be
obtained by D;’ = Ki1(@2;) Aj.

In previous studies, the nearest-neighbor approach was widely adopted to approximate the
expected passenger-to-passenger distance, in the analytical model of many-to-one or many-to-many
dial-a-bus systems with respect to the passenger demand density [2,7,17,21]. It was proven to be
a reasonable approximation and an efficient routing strategy. More specifically, after each pick-up
service, the demand-responsive vehicle is routed to the nearest passenger who made the request.
The approximation of the average distance to the nearest N; uniformly distributed passengers over A;
can be written as

A
dn(N]) sz(N])\/;jIKz(N])/ /\j, (2)

where K>(Nj) is the “peddling factor” defined by Daganzo [25] and Campbell [31], which is given in
Table 1.
In sum, the total expected distance of a DRT trip for station j can be written as

Dj:Kl((Plj)\/Izj‘i‘NjKZ(Nj)/\//Tj‘FKl((PZj)\/1?]" 3)
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Table 1. Values of the peddling factor [31].

No. of Stops in Aj, N; K>(Nj)
1 0
2 0.73
3 0.68
4 0.63
5 0.60
>6 0.57

Note that Daganzo [24] and Campbell [31] illustrated that the value of Kj (¢ ]-) is related to three
factors: (i) the distance metric (Euclidean or Manhattan), (ii) the distance between the origin/destination
and the service area A j, and (iii) the shape of A;. In this paper, it is assumed that all distances are given
by the Euclidean metric. Ki(¢;) can be determined from the equation developed by Vaughan [32].

LAY

+
VAj - 8ng;

Additionally, the agency should hold a sufficient number of vehicles to serve all passengers.
Daganzo [21] illustrated that the minimum fleet size needed to satisfy the demand in an area depends
on the average time that each passenger spends in the vehicle, which is composed of the stop time
(e.g., pick-ups and drop-offs) and in-vehicle riding time. In the collection phase, the extra time required
to serve an additional passenger includes the pick-up and drop-off times, as well as the vehicle riding
time for the pick-up of the passenger. Hence, for a certain vehicle i, the length of the collection phase
can be expressed as

Ki(pj) = @; : (4)

d .
Ci= ”v,i(b + %) 5)

where b is the sum of pick-up and drop-off times, v is the average vehicle speed, and dy ; is the average
distance traveled by the vehicle from a passenger to the next one when there are N passengers in
the service area. n,; is the number of passengers collected by vehicle i. The total service rate can be
obtained by the sum of individual vehicles’ service rates deployed in an area.

M Ny,i
p=) (6)

—_

where M is the fleet size that the agency can use to adequately serve the demand by providing the total
system service rate y in this area. It is obvious that the vehicle collection time is an increasing function
of the number of passengers waiting to be picked up. The attempt of collecting more passengers would
inevitably result in a longer collection time, as well as an elongated average in-vehicle riding time for
passengers on board, which has a negative effect on the system’s level of service. Hence, one important
design trade-off is between the level of service and the number of passengers each vehicle collects.
Several studies illustrated that the best level of service is achieved when the number of passengers in
each vehicle is equal [17,21]. Hence, Equation (6) can be rewritten as

M

TG @)

u

In the meantime, the optimal fleet size required in a certain area (say subregion j) can be obtained
by [N i/, j], where 71, ; is the number of passengers for each vehicle collected in subregion j.
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To sum up, the total operating distance of the agent can be represented as

R

nv] 2 M] nv,] (”v ]) (8)

j=1
where M is the required fleet size in subregion j.

2.3. User Cost

In the DRT system, the agency provides a flexible door-to-door transportation service based on
real-time users’ requests. Experienced users who are assumed to have the full information of the
system may evaluate their general costs including queueing delay and schedule deviations relative
to their desired pick-up times, and they may maintain their trips by choosing their own requested
pick-up times. Additionally, aimed at improving the operation efficiency, the agency prefers to elongate
the route and deviate to collect more passengers. An unavoidable inconvenience would, however,
be incurred for the passenger through the increased in-vehicle riding time [33]. Except for the queueing
delay and schedule deviations, it is reasonable to consider the in-vehicle riding time as an irreducible
component of the user cost.

Consider that, in a generic subregion j, the passengers are scattered throughout and wish to be
picked up at the moment of their requests. Once the service rate is determined by the agency; it is
broadcasted to all passengers to determine when they would make a request. Although making a
request as early as possible might be a rational decision, the early boarding may cause other costs, e.g.,
the in-vehicle waiting time for the last passenger to board the vehicle. Each individual would wisely
determine the request time to balance each component of their travel cost, including the waiting time
in the queue out of the vehicle, the earliness penalty, the lateness penalty, and the waiting time for the
departure of the vehicle. Thus, the total travel cost for a passenger arriving at time ¢ is

C(t) = P(out-of-vehicle waiting time) + eB(earliness) + [B(lateness)
+wp(in-vehicle waiting time),

)

where f ($/time) is the cost rate that each passenger values in terms of the time in queues occurred
out of the vehicle and in the vehicle. The cost rates of earliness time and lateness time are ¢f and I,
respectively, where scalars e and / satisfy e < 1 < [[34,35]. The cost rate of in-vehicle waiting delay is
represented by wp. Furthermore, all passengers are assumed to be well-informed and rational, all of
whom have an identical perception of each component of their costs.

The DRT system is assumed to be operated on a first-in-first-out order basis. In other words, no
one can be picked up earlier upon making a request later. In an oversaturated system, the passenger
demand rate will exceed the service rate because of the adequate operating capacity, which makes it
impossible for vehicles to serve all passengers at the time they make requests. Rational passengers
could adapt their request times by putting forward or postponing their requests to minimize their own
travel costs. The passenger who boards the vehicle earlier has to stay in the vehicle, while the vehicle
detours to pick up other passengers who requested the pick-up service. The cumulative result of these
individual decisions would also lead to an equilibrium condition where no one has an incentive to
change their request times. Considering these similarities, the passengers’ request time choice behavior
can be described by the Vickrey’s equilibrium model [7,11,35]. The trade-offs of the passenger’s travel
cost lie in the tolerance of increased delay in waiting for pickups or longer in-vehicle time, as well
as schedule deviations, which also depend on the service quality of the DRT system. In practice, the
service quality or the performance of the DRT system is directly or indirectly influenced by many
factors, especially the routing strategy adopted by the operator [7].

Figure 1 illustrates the cumulative result of passengers using the DRT system in the equilibrium
condition. Let ¢, denote the first passenger’s request time and t, denote the last passenger’s request
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time, which also are the starting and ending times of the queue in the DRT system of subregion j. W(t)
depicts the cumulative distribution of passengers” wished pick-up time. In this study, the passengers
are assumed to have a common boarding time t*, which is also illustrated by line EG. D(t) is the
cumulative pick-up curve, which describes the times when the passengers are actually picked up by
the vehicle. The performance or the quality of service of the queueing system can be measured by the
slope of D(t), which is defined as the service rate (or effective system capacity, which indicates the
number of passengers serviced per unit time) in Section 2.2 (see Equation (7)).
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Figure 1. User equilibrium queueing diagram at a stop within a zone.

In the case where the vehicle detours over the region, the visiting sequence of passengers is
scheduled as they enter the system, which can be seen as a queue that forms virtually in the DRT system.
Suppose that a generic passenger is considered as the next one to be served, an extra waiting time is
incurred because the vehicle has to travel from its current position to this passenger. In other words,
two types of delay can be found: virtual queueing delay (termed as Type 1 delay) and actual vehicle
traveling delay (termed as Type 2 delay). As illustrated in Figure 1, the first passenger who makes a
request at ’ would experience no virtual queueing delay but an unavoidable delay that indicates the
minimum travel time required for the vehicle to receive the request and pick up the first passenger.
Considering that the passengers are uniformly distributed within the subregion, this temporal gap,
T¢ap, can be approximated by the average passenger-to-passenger travel distance divided by the vehicle
speed, that is, T¢qp = dy, /0. Similarly, the last passenger has Type 2 delay only because they make the
request at the time when there are no other passengers waiting in the system.

In the remainder of this section, we focus on the derivation of the UE passenger queueing pattern
based on the bottleneck in an oversaturated DRT system in the subregion j. For notation simplicity, we
consider the subregion j as a generic service region and omit the subscript j in all relevant notations.

Following Wardrop’s first principle [36], it is assumed that, at equilibrium, passengers are subjected
to the same total travel cost regardless of their request time for the service. Hence, the sum of schedule
deviation and in-vehicle waiting costs for the first request is equal to the schedule delay cost of the last.

ef(t" —ta) +wh(ty —ta) = 1B(tp — 1), (10)

where the term of - Tgyp is subtracted from both sides of the above equation. Since all passengers are
picked up during the time period (t4,f,), we have the following equation:

u(ty—t,) =N, (11)
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where N is the total number of passengers in the service region. Simultaneously solving Equations (10)
and (11), we can obtain the starting and ending times of the queue.

ule=DF + (w-I)N

fa = pe+1) (12)
ule=Dt+ (w+e)N
t, = [.1(6 ) . (13)

As shown in Figure 1, assume that the passenger who is picked up by the vehicle at time ¢;
(Point H), makes a request at time t’;, which means that the waiting time in the queue is t; — ;.
The passenger who is picked up punctually at his wished pick-up time at time #* bears the longest
waiting time of t* — t”. Recalling the UE principles that passengers have the same costs, this yields

B-Toap +ef(t' —ta) + Wty —ta) = P(ti—t') +eB(t' —t;) +wh(ty—t;) (ta <t <t)
=Bt —t") + wp(ty - ") (t=1t) - (19
=B(ti—t;) +I1B(ti—t") +wh(ty—t;) (' <t;i<ty).

The solution of Equation (14) is shown as follows:

Vi=(1—e=wi+ (e+w)t — Tgap, 15)
' = (1—e—w)t + (e +w)ts — Tap, (16)
Vi=1+1-w)ti+ (e+w)ta— (e + D" = Tggp. 17

It is obvious that the cumulative of the request curve to the pick-up service, A(t), is a piecewise
linear curve (cumulative curve from point A to C) (see Figure 1). The remainder of this section provides
the proof of this proposition.

Consider that an early passenger who is the n-th passenger makes a request before t*. The total
travel cost of the n-th passenger is

C(n) = a[D7'(n) =A™ ()] + [t = D7 ()| + [ty - D' (m)], (18)

where A~! (1) and D! (n) are the inverse functions of A(t) and D(t), which denote the starting and
ending queuing times of the n-th passenger, respectively. The equilibrium condition is obtained when
no one has the incentive to change their arrival time at the queue as follows [37-39]:

dC(n)
dn

—0. (19)

According to the property of the inverse function,

dD!
) __ 1 (20)
dn dD(t)/dt
By integrating Equations (18)-(20), we obtain
dA~1(n) 1
S S s [ N ) [ a— 21
dn (I=e-w) i@ @1)
It is obvious that both A(t) and A~ (n) are linear functions. The slop of A(t) is
dA(t dD(t
H_ 1 4 _  # 22)

dt ~ l1-e—-w dt l1-e-w
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Correspondingly, the slop of A(t) during (#*, t;) is given by

dA) 1 dD(t)  u
dt  1+l-w dt ~ 1+1-w’

<t <ty (23)

In contrast to previous papers where the total travel cost in the Vickery’s equilibrium model was
composed of queueing delay and schedule deviations only [7,11,36,39,40], the additional consideration
of the in-vehicle delay cost in this paper would also result in two new equilibrium conditions. Firstly,
the proportion of the early passengers, N,, to the late passengers, N, is equal to

Ne I-w
N, e+w’

(24)

and N, + N; = N. Secondly, the request curve in equilibrium is piecewise linear and must satisfy

dA(t) ) iew g_ o for customers who arrives early -
dt L, for customers who arrives late.
1+1-w

In the equilibrium condition, no one can reduce their travel time by making the request earlier
or later. As a result, the critical passenger who is picked up at the time they wish would suffer the
maximum delay (making request at point B).

B _ (e+w)N, _ (e+w)(I-w)N
Tc(N,p) = |BD| = Y + Tgap = e

+ Tgap. (26)
On the basis of the passenger queueing model in the DRT system, the approximation of user cost
is presented in the remainder of this section. The passenger’s total queueing delay (including both
types of delay) is defined as the time difference between the time that the passenger makes a request
and the time they are considered as the next one to be served, i.e., the horizontal distance between A(f)
and D(f) in Figure 1. It is obvious that these two types of delay can be calculated separately. The Type
1 delay can be approximated by the area between A(t) and line AK, which depicts the cumulative
distribution of times that passengers are taken as the next ones to pick up. Additionally, passengers
are assumed to experience the same Type 2 delay in that passengers are uniformly distributed in the
service area. Accordingly, the total delay that all passengers experience waiting to be picked up can be
approximated by the area between A(t) and D(t) in Figure 1.
ODC(N,u) = ‘B(%N+ %N) = ﬁTN[TC(N,y) + Tgap]. (27)
Earliness and lateness are defined as the temporal difference between the actual and wished
boarding times. Hence, as shown in Figure 2, the total earliness for all passengers can be approximated
by the area between D(t) and the wished curve t = #* from ¢, to t* (triangle DE]J), while the total lateness
is approximated by the area between D(t) and ¢ = t* from t* to t;, (triangle CDG). The approximations
of total earliness and lateness are presented as follows:

e o epu(N(I-w)\?  epuNA(l-w)”
TE(N, 1) = == (Ne) —7( Ite )— YR
BB e _ 1B (Nt ) BN (e+w)”
=2 M _T(H—e) =T it

(28)
TL(N, u)
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Figure 2. Illustration of different user costs.

By definition, the in-vehicle riding time for an individual passenger is measured by the difference
between the time they are actually picked up and the ending time of the collection. As depicted
in Figure 1, the total in-vehicle riding cost is proportional to the area of triangle CFJ, which can be
approximated as follows:

IDC(N, i) = %NZ. (29)

In sum, the total travel cost of the passenger is confirmed to be the summation of the total waiting
costs, including both out-of-vehicle and in-vehicle costs, and the total schedule deviations,

TTC(N, 1) = ODC(N, ) + TE(N, ) + TL(N, u) 4+ IDC(N, 1) (30)

2.4. Model Formulation

The identification of an efficient and attractive DRT system should satisfy a proper trade-off
between the agency and user perspectives. As analyzed above, the goal of the agency is to determine
the number of passengers, 71, ;, collected by each bus in a specific subregion j with respect to regional
characteristics. Once 1, is determined, a fleet of vehicles is deployed to the subregion and starts
to collect passengers following a constant service rate y;, which is a monotonically nondecreasing
function of 71, ; (see Equation (7)). Passengers who have perfect information regarding their travel cost
with respect to p; will determine their request time to balance the trade-off between each component
of their total travel cost. Specifically, the analytic model of the user cost can now be represented as a
function of 71, ;.

After all, the analytical model of the total system cost can be formulated as the weighted summation
of the agency operation cost and the user cost with respect to 71,,j, which considers the agency and the
user points of view simultaneously; that is,

Z({,j}) = y1- C- AC(7o,5) + y2 - TTC(7 ), 31)

where C is the vehicle operating cost ($/veh h). 71 and y, are weights that reflect the relative importance
of the agency and user costs.

3. Numerical Experiments

In this section, the proposed analytical model is employed in a series of numerical experiments.
Firstly, the model is employed on a hypothetical area composed of a set of railway stations and
divided into subregions using the parameter values in Table 2. The impacts of changes in area or
demand density (both singly and combinedly) on system costs are analyzed. The sensitivity analysis
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is conducted to investigate how the key parameters affect the agency and user costs, as well as the
passenger’s travel choices.

Table 2. Variable definitions.

Symbol Definition Baseline Value
A Area of the service region (km?) -
b Sum of pick-up and drop-off times (h) 0.08
C Vehicle operating cost ($/veh h) 50
e Scalar factor for earliness delay 0.5
I Scalar factor for lateness delay 1.5
N Number of passengers (pax) -

N, Number of early passengers (pax) -
N; Number of late passengers (pax) -
Q Vehicle capacity (pax) 30
v Average vehicle speed (km/h) 30
w Scalar factor for in-vehicle waiting delay 1.0
B Cost rate of delay ($/h) 5
71 The weight of agency cost 1
V2 The weight of user cost 1
A Demand density (pax/km?) -
u System service rate (pax/h) -
P1; Distance from the depot to the centroid of A; (km) -
©2j Distance from the centroid of A; to station j (km) -

3.1. Effects of Area of the Service Region and Demand Density Changes

Figures 3 and 4 describe the effects of the regional area and the demand density on agency and
user costs, respectively. Figure 3a shows that, if the DRT is operated in a small area, the influence of
the demand density on agency cost is trivial. That is because, in such areas, the demand distribution is
more concentrated, such as large residential communities, which results in the short transportation
distance of DRTs. The influence of the demand density grows with the increase of the regional area,
which is also illustrated in Figure 3b. In sum, this comparison shows that the demand density is more
influential than the area of the service region. Given the system service level (i.e., service rate), the
agency cost would increase inevitably with more passenger demand.

Figure 4 describes the influences of regional area and demand density on user cost, which shows
that these two exogenous factors have greater impacts on the user cost than on the agency cost. Similar
to Figure 3, the impact of demand density on user cost is not significant in a small service area. However,
this impact increases rapidly with the growing of demand density. This increment mainly originates
from two aspects: (1) the increase in out-of-vehicle waiting time (Type 1 delay) and (2) in-vehicle
waiting time (Type 2 delay). In the next subsection, the changes among different components of user
cost are discussed extensively.
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Figure 4. Effects of area of the service region and demand density on user cost.

3.2. Effects of Vehicle Occupancy/Fleet Size Changes

As aforementioned, the vehicle occupancy, in other words, the number of passengers collected by
each bus, is one of the essential variables that affect both the agency and the user costs, as well as the
entire system’s level of service. Figures 5 and 6 depict how the different components of system costs
vary when the regulated occupancy changes. Figure 6 shows that both the agency cost and the total
user cost drop significantly when the vehicle occupancy is under 14 (pax/vehicle). It indicates that the
DRT service, despite being a flexible and personalized transit mode, still has the characteristics of a
public transit system, i.e., economies of scale. When the regulated occupancy is less than four, the DRT
service can be considered as a typical ride-sharing or taxi service, which needs a higher operation cost
than buses. The agency cost becomes steady when the regulated occupancy is larger than 20, which
means that the DRT operator cannot further decrease their operating cost by deploying vehicles with
larger capacity.

Concerning the user costs (Figure 6), only the lateness decreases significantly with the increase in
vehicle occupancy, while the Type 2 delay (i.e., the in-vehicle time) increases. That is because the vehicle
with a larger capacity would pick up more passengers in a trip. However, according to Equation (6),
the increase in occupancy increases the system’s average service rate, which decreases the unit time of
serving a passenger. Hence, passengers could make trip requests close to their desired time to decrease
their travel costs.
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As another essential attribute to the agency cost, the effect of required fleet size on the agency
cost was further investigated. Figure 7a shows that the growth of the agency cost bears a good linear
relationship with growth in fleet size for a certain demand density level. Regarding the user cost
(see Figure 7b), the user cost drops sharply when the fleet size is lower than 20. When the fleet size is
larger than 30, the decrease in user cost becomes slight. This indicates that dispatching more vehicle is
only effective when the current fleet size is insufficient. Then, further increases in fleet size would not

result in a significant decrease in user cost but an inevitable increase in agency cost.
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4. Conclusions

The flexible and on-demand transit service is considered as an efficient way to address the first/last
mile problem. In this paper, an analytical model for the DRT system was proposed and analyzed,
and the closed-form expressions of the agency and user costs were presented. The agency cost,
or the operation cost, is approximated by the continuum approximation technique, which is dependent
on the average number of passengers allowed to be collected by each vehicle. The Vickrey queueing
theory was adopted as the basis for approximating each component of the user cost. Two types of
delay were considered in accordance with the characteristics of the DRT system, namely, out-of-vehicle
and in-vehicle waiting times. The out-of-vehicle waiting time is of great importance in practice, and
it measures the time period between the time a passenger makes the trip request and the time they
are picked up. The results of the numerical experiment show that (1) the demand density is more
influential than the area of the service region; (2) given a certain service area, the DRT operator cannot
further decrease their operating cost by solely deploying larger vehicles; and (3) the increase in fleet
size can efficiently reduce the user cost by decrease the waiting time when the number of dispatched
vehicles is lower than 40. The further increase in fleet size was shown to be not cost-effective because the
agency cost has a good linear relationship with the value of fleet size. The analysis results also provide
several instructions for local DRT operators. The operation cost of the DRT system is highly sensitive
to the service and demand level because it provides a personalized and high service level. Hence, a
comprehensive analysis of both spatial and temporal distributions of user demand is necessary before
providing DRT services. Considering the spatial and temporal heterogeneities of user demand, a
zone-based operating strategy is preferred which can properly accommodate the demand distribution.

Several potential enhancements could be considered in future studies. Firstly, the proposed model
can be extended to a many-to-many transit system by applying different routing strategies, such as
alternating pick-ups and drop-offs or “collect first, deliver second”. Secondly, the spatial and temporal
stochasticity of passenger demand can be considered.
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