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Abstract: Africa has abundant energy resources, but African energy research level is relatively low.
In response to this gap, this paper takes Middle Africa as an example to systematically predict energy
demand to give support. In this paper, we utilize four models, metabolic grey model (MGM), modified
exponential curve method (MECM), autoregressive integrated moving average (ARIMA) and BP
neural network model (BP), to predict the energy consumption of Middle Africa in the next 14 years.
Comparing four completely different types of predictive models can fully depict the characteristics of
the predictive data and give an all-round analysis of the predicted results. These proposed models are
applied to simulate Middle Africa’s energy consumption between 1994 and 2016 to test their accuracy.
Among them, the mean absolute percent error (MAPE) of MGM, MECM, ARIMA and BP are 2.41%,
4.80%, 1.91%, and 0.88%. The results show that MGM, MECM, ARIMA, and BP presented in this
paper can produce reliable forecasting results. Therefore, the four models are used to forecast energy
demand in the next 14 years (2017–2030). Forecasts show that energy demand of Middle Africa will
continue to grow at a rate of about 5.37%.

Keywords: Middle Africa; forecasting; grey model; energy demand; MECM; ARIMA; BP neural
network

1. Introduction

Energy is one of the most fundamental driving forces for the growth and development of the
whole world economy and is also the basis for human survival and development. After the first energy
crisis in 1970s, the contradiction between supply and demand of energy in the world has become
increasingly prominent. Some energy-related issues, such as fuel shortage, unsafe energy supply and
fluctuation of energy prices, have aroused widespread concern about energy [1]. Further, over the past
two decades, global energy consumption has increased rapidly [2]. Energy consumption issues have
caused widespread concern.

Africa has abundant energy resources [3], but few people have focused on energy demand
and consumption prediction in Africa [4,5]. What is more, more than a half of the population
is rural [6], which limits the level of research. Economic development, poverty eradication and
ecological protection [7] are difficult problems for African countries. As African economic development
depends on energy consumption [4,8], African energy countries make corresponding energy resources
policies [9] to solve these problems and to realize their own development. While accurately predicting
future energy demand can provide data support for optimizing current energy distribution [10], it also
provides a reference for the long-term energy strategy of the African countries.

This paper takes Middle Africa as an example to predict its energy demand from 2017 to 2030. It
is conducive for Middle Africa to rationally allocate existing resources and deal with the opportunities
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and challenges in the future to make sustainable development strategies. The data come from the
“BP Statistical Review of World Energy” [11]. Four totally different prediction methods are core in
this paper. Metabolic grey model (MGM) that is modified GM models, modified exponential curve
method (MECM), autoregressive integrated moving average model (ARIMA), and BP neural network
model (BP) that is related to deep learning, are applied to fit and predict. Four completely different
forecasting methods to forecast small sample form a comparison, which can comprehensively predict
future energy demand in Middle Africa. MAPE and RMSE are calculated to show their accuracy
for evaluation.

The structure of this paper is the following: The first section is as above. The second section is a
literature review. Next, the third section elaborates the principle and the process of four models. The
fourth section illustrates the fitting steps and the results of energy consumption forecast. The fifth part
summaries this paper.

2. Literature Review

African economic development depends on energy consumption, the importance of accurate
energy demand forecasts is self-evident for countries or regions [2]. However, now there is limited
research in the field of African energy. Even if there are few studies, almost all of them are about
Southern Africa or North Africa. Meanwhile, due to limited data from Middle Africa, this paper is
different from the previous ones in terms of methods and provides four small sample forecasting
models. Next, one part will review the research on energy in Africa. Then, another part will introduce
the features of the four models.

2.1. African Energy Research

In terms of energy research, there are many studies about Southern Africa, and North Africa
that that also focus on the Middle East, or some African counties. Willem et al. developed two
regression-based methods for Southern Africa to calibrate the ECHAM4.5 GCM output [12]. And
then, he used Southern African DJF forecast skill that was evaluated over a 22-year period to forecast
the rainfall in early November [13]. Collins et al. proposed nonlinear primary component analysis
(NLPCA) derived from a neural network to evaluate to identify primary synoptic features [14]. These
Southern African studies provided support for local development in Southern Africa. As for North
Africa, Singh et al. produced aerosol optical depth by unified model (NCUM) to forecast the dust of
North Africa [15]. Abdul el al. explained how to assess and carry out site selection for solar and wind
plants and studied renewable energy development goals in countries in the Middle East and North
Africa [16]. Ben et al. used Granger causality tests and panel co-integration techniques to research the
dynamic causal relationship between agricultural value added, renewable energy consumption, and
real GDP [17]. In addition, there was also research on individual countries. For example, Ramakrishnan
applied data envelopment analysis of energy consumption and CO2 emissions in 17 countries in the
Middle East and North Africa [18]. Then, there were some energy studies on South Africa. Roula et al.
created a new Engle–Granger method for joint integration and error correction models to predict South
Africa’s total electricity demand by 2030 [19]. Thopil et al. predicted water usage within coal-based
electricity generation by baseline assumptions and methodology, which found South Africa’s electricity
generation was 20 years in the case of scarce water resources. However, there was almost no research
specifically on Middle Africa. Therefore, some studies need to be done for Middle Africa.

2.2. Development of Four Methods

In this part, metabolic grey model (MGM), modified exponential curve method (MECM),
autoregressive integrated moving average model (ARIMA), and BP neural network model (BP)
are illustrated. Among those forecasting methods, a recent study shows that in the field of energy
prediction, the top three most popular models are: Regression-based formulations, time series models
and neural networks. We have established four models based on four theories: the grey theory,
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regression analysis theory, trend extrapolation theory, and neural network theory, and these theories
cover both nonlinear and linear methods. The forecasting models used in the energy field are diverse.
Each of them has their own strengths. Due to a common their feature, namely suitability for small
sample prediction, four models that are totally different can be used to predict energy demand in
the next 14 years in Middle Africa to provide four small sample prediction methods. Next, we will
introduce the development of these four models separately.

Grey model was improved and applied by many scholars in many aspects, since Professor Deng,
a famous Chinese scholar, founded the grey system theory in 1982 [20]. It is also widely used in energy
forecasting field. Wu et al. established the grey model to forecast the energy supply in 2010–2020 in
Shandong Province of China [21]. Kumar et al. developed a rolling grey model to forecast Indian
crude oil consumption [22]. Improved grey model has higher prediction accuracy than traditional grey
models [23]. In this paper, we put forward a metabolic grey model (MGM) to improve the accuracy by
the rolling process. In the traditional grey model, only data from the previous four years are used to
predict. The more backward the prediction data is, the less convincing the data will be. The MGM is
based on the method of data substitution to improve the grey model. It uses five years data to predict
the next year’s data, the latter will be pushed to the end. The continuously updated data can be fully
utilized, and its accuracy can be greatly improved.

The modified exponential curve method (MECM) indicates that the development of the matter is
exponential or near-exponential. Its application range is exponentially changing over a period of time,
and the growth trend will slow down and stagnate as time goes by. This model is mostly used for
the prediction of subgrade settlements. Zhou et al. used the Taylor expansion modified exponential
curve method to predict subgrade settlement [24]. Its characteristics are consistent with the rapid
development of Middle Africa, suggesting that the method can be applied to energy consumption
predictions, in theory.

ARIMA model [25], can reflect the structure and characteristics of time series more essentially
and then achieve the optimal prediction of minimum variance, which is different from the time series
method that depends on different constraints [26,27]. This model has been widely used in public
transport [28], health care [29] and other aspects of evaluation [30]. It is also used in the field of energy
consumption. Bhutto et al. estimated gasoline consumption in the Pakistani transport sector in the
past ten years by using the ARIMA method [31]. Wang et al. used a novel ARIMA model to forecast
China’s dependency on foreign oil and it will exceed 80% by 2030 [32]. ARIMA model in energy
prediction is potential.

BP neural network proposed by scientists led by Rumelhart and McClelland is a feedforward neural
network implemented by a back-propagation algorithm [33], which is characterized by distributed
storage and parallel cooperative processing of information, and its hidden layer can solve non-linear
problems. Neural networks were usually used to find problems in electricity system configurations to
prevent losses [34]. In addition, it can be used as an input for data generation for the scenario approach
theory mentioned [35] for the case of energy system scheduling. BP neural network has great prospects
in the field of energy prediction.

In terms of energy forecasting, previous scholars have put several methods together to predict.
Yuan et al. used GM (1, 1) model and ARIMA model to predict China’s main energy consumption [36].
Cristina et al. presented ARIMA model and autoregressive neural network (NAR) model for energy
consumption forecast [37]. Abdollah et al. proposed three forecasting models including autoregressive
integrated moving average, the wavelet transform and artificial neural network, for short-term
forecasting [38]. They used one, two [39] or even three models to predict energy problems, and this
paper used four completely different types of predictive models. For comparison, it is difficult to find
which model is more accurate, therefore we chose four models to forecast the same data.

The research on Middle Africa is rare, on the other hand, its resources play an important role in
the world and its development should be of concern. Another reason is that the energy consumption
data of Middle Africa used in this paper include three characteristics as follows:
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(1) Energy demand prediction only depends on single raw data.
(2) The target of prediction is to show the energy demand in the next ten years, and these models can

meet the need of long-term prediction.
(3) It is limited data, belonging to a small sample.

According to these characteristics, we chose four models-improved GM, modified exponential
curve, linear ARIMA and non-linear BP. Four models provide a multifaceted comparison and show
the possibility of prediction from multi-angle. At last, a small sample study is the core of this paper,
therefore we can get the ideal results by selecting an appropriate method to predict appropriate data.
The method system we have established solved the limitations, further improved prediction accuracy,
and provided a methodological reference.

3. Methods

3.1. MGM Model

The grey system theory is to establish the grey differential equation by extracting some known
information, so as to realize the accurate description of the system’s operation law and make scientific
prediction accordingly. The steps of MGM model are as follows:

Assume a raw sequence: X(0) =
{
X(0)(1), X(0)(2), . . . , X(0)(N)

}
, accumulate X(0) to get a new

first order differential equation: X(1) =
{
X(1)(1), X(1)(2), . . . , X(1)(N)

}
, because it can weaken the

randomness of raw data and make it present a more obvious characteristic law where, X(1)(k) =∑k
t=1 X(0)(i), k = 1, 2, . . . , n.

1-AGO sequence:
dX(1)

dt
+ αX(1)(t) = µ (1)

In the Equation (1), α and µ that are constant parameters can be calculated by the least square
method by constructing accumulative matrix B and constant term vector YN.[

α
µ

]
=

(
BTB

)−1
BTYN (2)

B =


−

1
2

(
X(1)(1) + X(1)(2)

)
1

−
1
2

(
X(1)(2) + X(1)(3)

)
1

...
...

−
1
2

(
X(1)(N − 1) + X(1)(N)

)
1

 (3)

YN =
[
X(0)

1 (2), X(0)
1 (3), . . . , X(0)

1 (N)
]T

(4)

Bring the values of B and YN into the calculation, and the predicted values can be got directly
as follows:

X̂(0)(k + 1) = X̂(0)(k + 1) − X̂(0)(k) = [1− eα]
(
X(0)(1) −

µ

α

)
e−αk, k = 1, 2, . . . , n (5)

3.2. MECM Model

The modified exponential curve method is one of the trend extrapolation prediction methods
in the time series model. The trend extrapolation prediction method includes an exponential curve,
a modified exponential curve, a growth curve, and an envelope curve [40]. The staple steps of the
modified exponential curve method are following.

Assume predictive value model:
ŷ = k + abt (6)
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Divide the original observation value into three parts, each with m periods, and then make the
sum of the trend values of each part equal to the sum of the corresponding observations, and thus the
parameter can be calculated.

The sum of the original values of each part is as follows.

s1 =
m∑

t=1

yt, s2 =
2m∑

t=m+1

yt, s3 =
3m∑

t=2m+1

yt (7)

s1 =
m∑

t=1

yt =
m∑

t=1

(k + abt) = mk + ab
(
1 + b + b2 + . . .+ bm−1

)
(8)

s2 =
2m∑

t=m+1

yt =
2m∑

t=m+1

(k + abt) = mk + abm+1
(
1 + b + b2 + . . .+ bm−1

)
(9)

s3 =
3m∑

t=2m+1

yt =
3m∑

t=2m+1

(k + abt) = mk + ab2m+1
(
1 + b + b2 + . . .+ bm−1

)
(10)

Because
(
1 + b + b2 + . . .+ bm−1

)
(b− 1) = bm

− 1,

s1 = mk + ab
bm
− 1

(b− 1)
(11)

s2 = mk + abm+1 bm
− 1

(b− 1)
(12)

s3 = mk + ab2m+1 bm
− 1

(b− 1)
(13)

According to the above Equations (11)–(13), a and b, and k that are constant parameters can be
calculated as follows.

b =

(
s3 − s2

s2 − s1

) 1
m

(14)

a = (s2 − s1)
b− 1

b(bm − 1)2 (15)

k =
1
m

[
s1 −

ab(bm
− 1)

b− 1

]
(16)

3.3. ARIMA Model

ARIMA (p, d, q) is a time series model that only needs endogenous variables rather than other
exogenous variables. In fact, ARIMA model is the combination of differential operation and ARMA
model that is made of autoregressive model (AR) and moving average model (MA) and because the
fluctuation of any sequence can be regarded as a combination of deterministic and stochastic factors.

Raw sequence is Yt =
{
y0

1, y0
2, . . . , y0

m

}
, and the prediction sequence is Y∗t =

{
y1

1, y1
2, . . . , y1

m

}
, where

y0
m means raw data and y1

m means forecast data.
Autoregressive model (AR) describes the history and current value of the relationship between

the model, it is itself the variable historical event data to predict its own way. The equation is following:

Y∗t = c + γ1Yt−1 + γ2Yt−2 + . . .+ γpYt−p + µt (17)
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The moving average model (MA) focuses on the autoregressive model error accumulation. It can
effectively eliminate the random fluctuations in the prediction. The equation is as follows:

Y∗t = µt + β1µt−1 + β2µt−2 + . . .+ βqµt−q (18)

By combining the AR model with the MA model, the ARMA model can be obtained. The equation
is as follows:

Y∗t = c + γ1Yt−1 + γ2Yt−2 + . . .+ γpYt−p + µt + β1µt−1 + β2µt−2 + . . .+ βqµt−q (19)

The predicted values can be expressed as: Y∗t = (1− B)dYt, where, B =


−
(y1

1+y1
2)

2 1
...

...

−
(y1

m−1+y1
m)

2 1


3.4. BP Neural Network

BP neural network simulates human brain nerve processing information through a large number
of simple neurons interconnected and carries out parallel processing and non-linear transformation of
information [41]. Figure 1 shows the structure of BP neural network.

Figure 1. The structure of Three-Layer BP Neural Network.

In the structure of BP Neural Network, there are i input values, j hidden layers and k output
values. The connection weight is wi j and T jk. The essence of BP neural network is to transform a group
of input and output samples into a non-linear optimization problem, and to solve the weight problem
by using iterative operation. The input layer receives data and the output layer outputs data. The next
layer of neurons collects the information from the previous layer of neurons and passes the value to the
next layer after “activation”. In this model, the activation function is sigmoid(z) = 1

1+e−z , which leads
to the introduction of nonlinearity in the model [42]. Similarly, when extended to multiple neuron
combinations, it is possible to better fit nonlinear data by continuous learning. Adding an activation
function is used to add nonlinear factors and solve problems that cannot be solved by linear models.

Its main learning process is divided into two parts. The first part is the process of information
forward propagation. In the forward propagation, the input information is processed by the input
and hidden layers and passed on the output layer. The formula for determining the hidden layer is as
follows: yi = f (

∑
j wi j − θi), j = 1, 2, . . . , l, where θi means node threshold. The output layer formula

is determined as follows: Oi = f (
∑

j Ti j − θi), j = 1, 2, . . . , l.
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If the output layer is unable to obtain the required output, it enters the second part that is the error
back-propagation process. It is along the original path return error signal and achieves the desired
output by repeatedly modifying the weights and thresholds.

4. Empirical Results and Discussion

The operation process of several models will include the calculation process and accuracy analysis.
In this section, the forecast of existing data is used as a fitting process. In other words, by forecasting
energy demand in Middle Africa to compare with the existing data from 1994 to 2017, a total of 24
years of data, the fitting degree of the four models can be measured and established. And then we will
use four models to predict the energy demand in Middle Africa in the next 14 years, until 2030.

The data of energy consumption is selected from “BP Statistical Review of World Energy”. The
raw data on energy consumption in Middle Africa and its annual growth rate are shown in Figure 2.
The overall trend is upward. In 1994, 1997, and 1998, the growth rate was negative. At the beginning
of the 21st century, the growth rate was positive and relatively stable, except for a significant increase
in 2006.

Figure 2. Energy consumption and its growth rate of Middle Africa in 1994–2017.

4.1. MGM Parameters

Using this set of data, we will establish the prediction of MGM model, the linear regression
model forecasts future data according to the linear time series, and the 1-AGO sequence has sharper
linear characteristics. Figure 3 shows the first-order cumulative sequence of the raw data, which more
obviously illustrates the linear characteristic than the original sequence. Thus, the MGM model is used
to predict the 1-AGO sequence.

This 1-AGO sequence is inputted into the MGM model. Since the fifth data, the rolling process
of MGM generates a set of parameter values for each data. In other words, since the fifth set of
data, when five consecutive values of the input sequence enter MGM model, the sixth prediction
value is generated. In each iteration, a differential equation is established, in which ‘α’ and ‘µ’ are
the operational coefficients of the MGM model. Parameter ‘α’ and ‘µ’ can be calculated by matrix
operation and least squares. Figure 4 shows the value of ′α′and′µ′ and Table A2 (Appendix A) shows
specific values.

On the basis of this parameter table, the prediction sequence of MGM model, that is called the
fitting sequence, can be obtained.
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Figure 3. 1-AGO sequence of Middle Africa (million tonnes oil equivalent).

Figure 4. The value of parameters of metabolic grey model (MGM) model.

4.2. MECM Parameters

The modified exponential curve method requires that the data be divided into three groups. In
this paper, the data used is the energy consumption data of Middle Africa from 1994 to 2017, a total of
24 sets of data. The data are divided into three groups of eight sets of data each. Then, the three sets of
data are respectively summed according to Equation (9).

Using Matlab software to program according to the calculation process of the modified exponential
curve method, we calculated b = 1.0834, a = 3.1525, k = 2.6265. Therefore, the model established by
the modified exponential curve method is ŷ = 2.6265 + 3.1525× 1.0834t.

According to the above Equations (14)–(16), the predicted values and residuals predicted by
MECM model are shown in Table 1.
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Table 1. The predicted values and residuals of the modified exponential curve method (MECM) model
(million tonnes oil equivalent).

t Raw Data Predicted Values of MECM Residuals

1 6.8429 6.0418 −0.8012
2 7.0243 6.3265 −0.6979
3 7.0666 6.6349 −0.4317
4 7.0529 6.9691 −0.0838
5 6.7935 7.3310 0.5376
6 7.0945 7.7232 0.6287
7 7.7170 8.1481 0.4311
8 8.1911 8.6084 0.4172
9 8.5702 9.1070 0.5368
10 9.2227 9.6472 0.4246
11 10.0752 10.2325 0.1573
12 10.2485 10.8665 0.6180
13 11.6470 11.5534 −0.0936
14 12.6035 12.2976 −0.3060
15 13.7240 13.1037 −0.6203
16 14.6939 13.9771 −0.7168
17 15.9344 14.9233 −1.0111
18 16.7902 15.9484 −0.8419
19 17.3739 17.0589 −0.3150
20 18.5253 18.2619 −0.2633
21 19.7821 19.5653 −0.2168
22 20.4878 20.9773 0.4895
23 21.5524 22.5071 0.9546
24 22.9603 24.1643 1.2040

4.3. ARIMA Parameters

The ARIMA model predicts the stationary sequence. The original series is nonstationary, therefore,
we use differential tools to smooth the sequence.

The results of the unit root test in Table 2 show the original residual sequence is nearly stationary
under the condition of second-order difference processing. The difference number (d) is determined to
be two by unit root test. On this basis, if the coefficient enter diagram slowly tends to zero, it is classified
as trailing. On the contrary, if the coefficient graph suddenly tends to zero, it means truncation. The
judgment of tail and truncation supports the determination of coefficients ‘p’ and ‘q’, which can be
obtained in correlation coefficient diagram of stationary residual sequence (Figure 5) with the help of
EViews 7.2.

Different parameters have different accuracy. After continuous simulation with SPSS Statistics
v. 22 software (IBM, Armonk, NY, USA), ARIMA (6, 2, 6) model is selected to predict the residual
sequence. In order to determine the goodness of fitting ARIMA model, we select the R-square value to
evaluate the model, where the greater the stationary R square value, the higher the accuracy of the
corresponding model. When the value of p is six and the value of q is six, the R-square value is 0.628 >

0.6, which shows that the fitting effect is good.

Table 2. Middle Africa difference results and unit root test based on EViews 7.2.

Sequence ADF Statistic
Critical Value

Value of p
1% 5% 10%

Q 4.375982 3.752946 2.998064 2.638752 0.0000
Q * −2.195891 3.831511 3.029970 2.655194 0.0000
Q ** −5.033266 3.831511 3.029970 2.655194 0.0000

Note: Q means zero order difference; Q * means first order difference; Q ** means second order difference.
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Figure 5. Correlation coefficient diagram of stationary residual sequence.

4.4. BP Neural Network Parameters

We use Matlab to build BP neural network, because the neural network box of MATLAB provides
convenience for BP network modeling [43]. Firstly, an initialization network model is established. The
single hidden layer network structure is used to control the fitting process [44]. In order to ensure
the accuracy of the model and improve the prediction accuracy, we add a loop statement. After
many experiments, the number of input layer nodes, output layer nodes, and hidden layer nodes is
determined to be 4, 1 and 10 respectively. Figure 6 shows the structure of the BP model.

Figure 6. The structure of BP neural network model in MATLAB.

And then the network training stage includes two steps:
Forward propagation: The original value is used as input data, and the sample is passed into the

hidden layer, then output through the output layer through the activation function.
Back-propagation: If the output value does not satisfy the requirement, the weight is adjusted.

When the error changes from decreasing to rising, the network stops training.
Finally, using the “sim” function to achieve the simulation z = sim(net, pr), where z represents

the output data, net represents the object of the neural network, and pr represents the input vector. In
this process, the original value is used as an input sample.

4.5. Evaluation and Comparison of Four Models

Next, the forecast performance of MGM model and MECM model, ARIMA model, and BP model
will be illustrated. Figure 7 shows the fitting data of four models with the raw data and the concrete
fitting data can be found in Table A1 (Appendix A). The green line represents the raw data from 1994
to 2017, and the remaining lines are the fitting values of the four models.

It can be seen from the graph that there is little difference between the fitting values and the
original values of the four models, which shows that the prediction results of the four models used in
this paper are also convincing.
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In order to describe the prediction performance of the models more accurately, we can use fitting
data to calculate the accurate error value in this part. Root mean square error (RMSE) and Mean
absolute percent error (MAPE) are chosen and the equations are as follows. The precise results are
shown in Table 3.

RMSE =
1
n

√√ n∑
i=1

[yi − xi]
2 (20)

MAPE =
1
n

n∑
i=1

yi − xi

xi
(21)

where ‘n’, ‘yi’, ‘xi’ are sample size, fitting value and truth value, respectively.

Figure 7. Comparison of four models (MGM model, MECM model, autoregressive integrated moving
average model (ARIMA) model, BP model) between fitting and raw data.

Table 3. Error values of multiple models.

MGM MECM ARIMA BP

RMSE 35.08% 60.52% 24.76% 25.45%
MAPE 2.41% 4.80% 1.91% 0.88%

By comparing the data, we can see that BP model has the highest accuracy, followed by the ARIMA
model, the MGM model, and the MECM model. The MAPE values of the four modes are under 5%,
which proves that the accuracy of these models is high, the prediction results are trustworthy.

In addition, based on the relative error values, we can see the reliability of these models. The
following is the equation:

Goodness = 1−
|Predition−Metadata|

Metadata
(22)

Figure 8 shows the prediction accuracy of the four models per year. Although the accuracy of
every year is different, it can be seen that the average accuracy of the four models is around 90%, which
further shows the reliability of these four models is very good.
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Figure 8. Goodness-of-fit values of multiple models at different time points.

4.6. Forecast Results

According to the energy consumption data of 1994–2016 obtained by BP World Energy Statistics
Review 2018, Figure 9 shows the results of the future 14 years prediction of energy demand for Middle
Africa by the four models and the specific data can be seen in Table A3 (Appendix A). Although the
forecast results of the four models are slightly different, the basic trend is the same. Energy demand in
Middle Africa will increase in the future.

The forecast results show that the growth rates of energy demand from 2017 to 2030 in Middle
Africa are 5.41%, 7.73%, 5.19%, and 3.13% respectively according to MGM model, MECM model,
ARIMA model and BP model.

Figure 9. Forecast the energy demand of Middle Africa with four models (million tonnes oil equivalent).
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5. Conclusions

In this paper, comparing four completely different types of predictive models can help to fully
describe the characteristics of the predictive data and provide a multi-angle analysis of the predicted
results by taking Middle Africa as an example. The MGM model, MECM model, ARIMA model, and
BP model are used to predict energy demand in Middle Africa until 2030. The MAPE of four models
are 2.41%, 4.80%, 1.91%, and 0.88%, respectively. These methods will be valuable for future related
research. The forecast results show that energy consumption in Middle Africa will grow at a rate of
about 5.37% over the next 14 years. Energy demand in Middle Africa will continue to grow, which
indicates that Middle Africa has great potential for economic development.

However, the time vector is used as the only input parameter in this paper. Although the accuracy
of BP prediction results is the highest, the conditions are often complex. Therefore, the application of
BP neural network in energy forecasting still needs further exploration.
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Appendix A

Table A1. Middle Africa’s fitting results of four models (million tonnes oil equivalent).

Year Raw
Data MGM Goodness

of MGM MECM Goodness
of MECM ARIMA Goodness

of ARIMA BP Goodness
of BP

1994 6.8429 6.8429 100.00% 6.0418 88.29% 6.8429 100.00% 6.8429 100.00%
1995 7.0243 7.0900 99.07% 6.3265 90.07% 7.0243 100.00% 7.0243 100.00%
1996 7.0666 7.0194 99.33% 6.6349 93.89% 7.2200 97.83% 7.0666 100.00%
1997 7.0529 6.9496 98.54% 6.9691 98.81% 7.2100 97.77% 7.0529 100.00%
1998 6.7935 6.8804 98.72% 7.3310 92.09% 7.2000 94.02% 6.7935 100.00%
1999 7.0945 6.8120 96.02% 7.7232 91.14% 6.8900 97.12% 5.9888 84.42%
2000 7.7170 6.9589 90.18% 8.1481 94.41% 7.1000 92.00% 7.7170 100.00%
2001 8.1911 7.7703 94.86% 8.6084 94.91% 7.9300 96.81% 8.1911 100.00%
2002 8.5702 8.7348 98.08% 9.1070 93.74% 8.7300 98.14% 8.5702 100.00%
2003 9.2227 9.1859 99.60% 9.6472 95.40% 9.1600 99.32% 9.2227 100.00%
2004 10.0752 9.7228 96.50% 10.2325 98.44% 9.4900 94.19% 10.0752 100.00%
2005 10.2485 10.7156 95.44% 10.8665 93.97% 10.4600 97.94% 10.2485 100.00%
2006 11.6470 11.0722 95.06% 11.5534 99.20% 11.4200 98.05% 11.6470 100.00%
2007 12.6035 12.3112 97.68% 12.2976 97.57% 12.7900 98.52% 12.6035 100.00%
2008 13.7240 13.5969 99.07% 13.1037 95.48% 13.6600 99.53% 13.7240 100.00%
2009 14.6939 15.1453 96.93% 13.9771 95.12% 14.7000 99.96% 14.6939 100.00%
2010 15.9344 15.9225 99.93% 14.9233 93.65% 16.1000 98.96% 15.9344 100.00%
2011 16.7902 17.1864 97.64% 15.9484 94.99% 16.9000 99.35% 16.6433 99.12%
2012 17.3739 18.0613 96.04% 17.0589 98.19% 17.6300 98.53% 17.8403 97.32%
2013 18.5253 18.5168 99.95% 18.2619 98.58% 18.6200 99.49% 18.5253 100.00%
2014 19.7821 19.3561 97.85% 19.5653 98.90% 19.7000 99.58% 19.4856 98.50%
2015 20.4878 20.8098 98.43% 20.9773 97.61% 20.7300 98.82% 20.4878 100.00%
2016 21.5524 21.8259 98.73% 22.5071 95.57% 21.7200 99.22% 21.5717 99.91%
2017 22.9603 22.6431 98.62% 24.1643 94.76% 22.7300 99.00% 22.8956 99.72%
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Table A2. The values of parameters α and µ of the MGM model.

Year 1999 2000 2001 2002 2003 2004 2005

α 0.01 0.0025 −0.0328 −0.0649 −0.0617 −0.0583 −0.0706
µ 7.1939 7.0552 6.472 6.0637 6.5386 7.0645 7.2526

Year 2006 2007 2008 2009 2010 2011 2012

α −0.0611 −0.073 −0.0816 −0.0938 −0.0778 −0.077 −0.0681
µ 7.9088 8.2365 8.663 8.9816 10.4191 11.2537 12.4333

Year 2013 2014 2015 2016

α −0.0544 −0.0489 −0.0563 −0.0554
µ 13.7477 14.8128 15.2532 16.0776

Table A3. Prediction results for the next fourteen years with four models.

Year MGM MECM ARIMA BP

2018 23.9908 5.95% 25.9597 7.43% 23.7300 4.40% 24.0539 5.06%
2019 25.3784 5.78% 27.9047 7.49% 24.7600 4.34% 24.5187 1.93%
2020 26.7649 5.46% 30.0119 7.55% 26.2400 5.98% 25.0354 2.11%
2021 28.1450 5.16% 32.2947 7.61% 27.6600 5.41% 26.4296 5.57%
2022 29.7117 5.57% 34.7679 7.66% 28.8900 4.45% 27.9783 5.86%
2023 31.2769 5.27% 37.4472 7.71% 30.6200 5.99% 28.1606 0.65%
2024 32.9530 5.36% 40.3498 7.75% 32.4600 6.01% 27.8203 −1.21%
2025 34.7258 5.38% 43.4944 7.79% 33.9000 4.44% 29.5435 6.19%
2026 36.5601 5.28% 46.9012 7.83% 35.5400 4.84% 32.2001 8.99%
2027 38.5033 5.32% 50.5919 7.87% 37.6600 5.97% 31.9195 −0.87%
2028 40.5386 5.29% 54.5903 7.90% 39.5800 5.10% 29.9038 −6.31%
2029 42.6751 5.27% 58.9219 7.93% 41.4600 4.75% 30.7826 2.94%
2030 44.9170 5.25% 63.6147 7.96% 43.8700 5.81% 33.8041 9.82%
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