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Abstract

:

With the increasing amount of digital signage and the complexity of digital signage services, the problem of introducing precise location recommendation methods for digital signage should be solved by digital signage enterprises. This research aims to provide a sustainable location recommendation model that integrates the spatial characteristics of geographic locations and multi-source feature data to recommend locations for digital signage. We used the outdoor commercial digital signage within the Sixth Ring Road area in Beijing as an example and combined it with economic census, population census, average house prices, social network check-in data, and the centrality of traffic networks that have an impact on the sustainable development of the regional economy as research data. The result shows that the proposed method has higher precision and recall in location recommendation, which indicates that this method has a better recommendation effect. It can further improve the recommendation quality and the deployment of digital signage. By this method, we can optimize resource allocation and make the economics and resources sustainable. The digital signage recommendation results of the Beijing City Sixth Ring Road indicated that the areas suitable for digital signage were primarily distributed in Wangfujing, Financial Street, Beijing West Railway Station, and tourist attractions in the northwest direction of the Fifth Ring Road. The research of this paper not only provides a reference for the integration of geographical features and their related elements data in a location recommendation algorithm but also effectively improves the science of digital signage layout, prompting advertising efforts to advance precision, personalization, low carbonization, and sustainable development.
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1. Introduction


Sustainable development links economic, social and ecological systems, and it transforms development into a more comprehensive, balanced, and sustainable concept. Sustainable development is a broad concept that includes all the social, economic, and cultural aspects of human life [1]. Among them, good advertising can convey product information to consumers, promote the circulation of goods, and achieve sustainable economic development.



Most of the traditional outdoor advertisements were carried out in the form of billboards, posters, etc. This kind of advertising and propaganda methods may lead to waste of materials and consumption of human and economic resources. Moreover, their advertising efficiency is extremely low. In order to reduce the waste of resources and make advertisements more sustainable, digital signage markets were brought into being. Digital signage is a multimedia professional audiovisual system that aims to display business, financial, and entertainment information through digital signage terminals in public places where crowds gather. As a new type of media, digital signage has become an important medium for the advertising of modern city entities [2,3]. Compared to traditional TV commercials and newspaper advertisements, digital signage is more flexible; it can provide personalized and customized advertising according to different audience groups [4,5,6]. The payback of digital signage advertising is not only saves resources, but also enables advertising more efficiency and make advertisement delivery more sustainable. Even though the history of digital signage spans only 20 years, its application has spread to all areas of work and life [7,8]; meanwhile, its wide application has brought invaluable industrial value to society.



The industrial chain of digital signage includes the following processes: first, the suppliers of digital signage are responsible for producing digital signage; second, the media dealers of digital signage purchase digital signage and choose locations to install it; last, advertising agencies purchase digital signage advertising posters from media companies according to advertisers’ demand. The development of digital signage primarily includes the following three stages: the initial stage of digital signage focuses on digital signage production, research, and manufacturing; the application stage involves continuous promotion, as seen by the digital signage that has been deployed in airports, hotels, shopping malls, and other places, which has caused a rapid increase in the number of layouts for digital signage; the scientific management stage consists of the scientific and standardized management of digital signage by digital signage stakeholders, motivated by the widespread use of digital signage.



Scholars have made considerable efforts to make digital signage generate more revenue. The studies on digital signage are mainly divided into two categories. The first is the study of consumer behavior of digital signage by management scholars. In 2012, Kim [9] analyzed the differences in advertising content of digital signage at different locations, which resulted in changes in consumer preferences and interactive satisfaction. In 2015, Yoon et al. [10] researched the position determination methods that enable motion scheduling based on the location of people using position determination technology and provided individualized display contents. In 2016, Ijaz [11] studied the layout of the products by designing human interaction with digital signage. The results show that the tree layout method can provide consumers with more convenience, while the tubular layout can enhance the consumer shopping experience. In 2017, Umor et al. [12] investigated consumers’ views on digital signage and found that most people were interested in the relevant information on digital signage. These studies collectively demonstrate that digital signage can promote a retail atmosphere and stimulate consumer behavior. The second category is the system construction study of digital signage management and content distribution by scholars of information science. In 2014, Moon [13] developed software for ultra high definition (UHD) digital signage content encoding that can manage the quality of segmented frames according to the layout of the digital signage display system. In 2015, Hyun et al. [14] proposed a digital signage peer-to-peer (P2P) network distribution method that cannot only reduce content delivery time but also decrease service provider costs. Hossain et al. [15] proposed a software-defined networking solution to provide flexibility and compatibility for Internet of Things-based (IOT-based) smart digital signage systems. In 2017, Khue et al. [16] designed a scalable real-time digital signage system that can effectively handle real-time tasks, such as emergency/instant messaging and system status monitoring. In addition, emerging technologies represented by big data have promoted the development of intelligent platforms, such as digital signage terminal management, automatic scheduling, and content distribution [17]. Together, recent studies of digital signage focus on consumer behavior and information system construction, which ignore the spatial information impact of digital signage. With the wide use of digital signage, it is disorderly arranged in airports, restaurants, shopping malls and other places. This fact results in a waste of economic resources and digital signage advertising screens. At the same time, the site selection and advertising of traditional digital signage are all artificial, resulting in low timeliness, lack of reference, and ineffective delivery effects. It is difficult to meet the needs of advertisers and media companies. Therefore, it is most important for digital signage enterprises to introduce standardized location recommendation methods for digital signage.



As an important application of geo-social networks, location recommendation has geospatial attributes that can be introduced into the space dimension; thus, it is possible to accurately recommend the location according to a known location [18]. Currently, according to different recommendation strategies, studies on recommendation systems generally include content-based filtering (CBF) [19,20], collaborative filtering (CF) [21,22,23], and hybrid recommendation algorithms (HR) [24,25,26]. With the rapid development of location-based social networks (LBSN), location recommendation systems are widely applied [27,28]. Recent studies are focusing on exploring social influences and users’ personal preferences on location through user social relationships and geospatial features [29,30]. To make large-scale online social networks accessible, researchers have conducted a comprehensive study of the spatial attributes of social networks [31]. Due to the strong correlation between time and geographical location, the study introduced time characteristics into location recommendations and used it to improve the performance of location recommendation [32,33]. In terms of research data, the data sources used in the current location recommendation can be divided into two categories: (1) user information, which includes the profile, location history and t track of users [34,35,36,37]; and (2) characteristics of the location, such as the number of users visiting a certain place and physical properties such as malls and parks [38,39,40]. Although researchers have proposed numerous new methods and models, they have continued to promote the development of location recommendation research. Nevertheless, research regarding location recommendation continues to lag in two aspects: the use of spatial characteristics of the location has not been systematically studied, while the introduction of geographical features in the location recommendation study can effectively improve the accuracy of the recommendation [41]. Second, geographical data such as population and economic information are important influences on location recommendation results [18], and society and economy are important components of sustainable development [42]. However, in the current study, the impact of geographical features such as economy and population on location recommendation has not been considered.



To introduce factors—such as social, economic, and demographic ones—that have an impact on the sustainable development of the regional economy in the recommendation process and effectively solve the issue of digital signage scientific layout and precision marketing. We propose a sustainable location recommendation model that couples multi-source elements to compensate for the shortcomings in the current location recommendation approaches. At the same time, this method was considered to recommend the location of digital signage in order to provide a scientific reference for the location selection of digital signage. In this research, we used the outdoor commercial digital signage within Six Ring in Beijing as an example. First, exploring elements of commercial activities, such as economic census, population census, average house prices, social network check-in data, and the centrality of traffic networks, which affect the placement of digital signage, the modeling factors of digital signage were identified by using the method of gridded specialization. Second, clustering algorithms were applied to divide the study area and use area-divided feature data as a data source. Therefore, this study integrates digital signage geographic features into location recommendations to recommend the location of digital signage. Finally, we selected three factors—precision, recall and F-measure—to evaluate the algorithm quality. On the one hand, this research provides a reference for the integration of geographical features and their elements data in the location recommendation algorithm, and improves the existing location recommendation algorithm. On the other hand, it can effectively increase the accuracy of ad placement and the scientific nature of digital signage deployment. Digital signage can evoke customer sensory aesthetic experiences that then create brand appeal, and it has the potential to promote sales [43,44]. While information technology can improve the competitiveness of firms by enhancing agility in terms of market capitalizing and operational adjustment [45]. Applying the information technology of location recommendation to location allocation for digital signage will ameliorate its utilization rate; further raise the competitiveness of digital signage advertised products; maximize the effectiveness of advertising; optimize the allocation of digital signage resources; and promote the precision, personalization, low carbonization, and sustainable development of advertising.




2. Study Area


In this paper, we considered the Sixth Ring Road in Beijing as the study area. The area of the Sixth Ring Road in Beijing is 2267 km2. Although its area only accounts for 14% of Beijing’s total area, it accommodates more than 60% of the city’s resident population and 62% of the total gross domestic product (GDP) [46].



Being the core area of commercial development in Beijing, the Sixth Ring Road in Beijing covers the central function area of the capital and the urban functional expansion area of the city, including all of the areas of Dongcheng District, Xicheng District, Chaoyang District, Haidian District, Shijingshan District, and Fengtai District; and a small area of Changping District, Shunyi District, Tongzhou District, Daxing District, Fangshan District, Mentougou District. Digital signage is mainly concentrated in this area, accounting for 85% of the total amount of Beijing, and it is the core area for the commercial development of first-tier cities, with the representation of digital signage in economically developed cities. Thus, digital signage location recommendation research in this area not only verifies the feasibility of applying the location recommendation algorithm proposed in this paper to the recommendation of digital signage location in a city but also has a certain practical result.




3. Data Sources and Processing


3.1. Data Sources


We collected the basic data of 5823 outdoor digital signage and business activity elements that have an impact on the sustainable development of the regional economy, where the basic data of digital signage includes the geographical location of digital signage and the average play price per 15 s of digital signage. The data of business activity elements mainly include the final working population number in the third economic census and the resident population number in the population census, which were derived from statistical means, the average house price data in the Housing World listing and the check-in data of Sina Weibo’s social network, as well as the traffic network-centered data, measured based on the basic road network.




3.2. Data Spatial Processing


To perform spatial modeling, digital signage basic data and business activity elements data with location information must be spatially processed. At the same time, to facilitate the expression of the distribution rules of the business activities in the regional units, the grid processing of multi-source and heterogeneous business activity elements data must be standardized to a unified spatial scale. The process of standard gridding divides non-overlapping polygons in geographic space (500 × 500 m squares), and each polygon is a spatial unit. The grid can conveniently express the information of each statistical unit. Grid-based business activity element data cannot only reflect reality more intuitively and truly but also provide a unified spatial reference for data fusion.



The digital signage basic data processing flow is shown in Figure 1. We delete useless data and modify the wrong data, and we use ArcGIS 10.3 software (ESRI Inc., Redlands, CA, USA) to spatialize the data to obtain the spatial data of digital signage. Finally, visualization the digital signage data of the study area is achieved (Figure 2).



The processing flow of the digital signage location factor is shown in Figure 3. We used the spatial connection operation in ArcGIS to associate the five kinds of business activity factor data, including average house price data, social network check-in data, end-of-period commercial business population data in the economic census, unit population data in the population census, and transportation network center and digital signage data with Beijing building space entities (using the Beijing building data collected during the third national economic census in 2013). For visualization and modeling on a uniform scale, an interpolation with a 500-m standard grid for all data is required for the area.





4. Methodology


The location recommendation of digital signage uses both location information and the location factor of the digital signage as input to output the list of places for deployment, that is, to provide location information for the location selection of the digital signage and accurate placement of advertisements. As an effective information filtering technology, the location recommendation method has received extensive attention due to its characteristics of geospatial attributes. However, to date, the current location recommendation research has not explored the spatial characteristics of the geographical location. In addition, the research data does not consider the impact of geographical features, such as the economy and population, on the location recommendation. Finally, when analyzing the influence of various factors on the recommendation results, multiple regions were usually considered as a whole, but the factors that include economic, demographic and other factors often have different effects on the recommendation results in various regions. Therefore, to achieve the recommendation of a digital signage location that reflects geographical features, such as the economy and population, the spatial features of regional divisions and geographic locations were integrated into the location recommendation algorithm.



In this section, we will introduce the location recommendation algorithm in detail to achieve the digital signage location recommendation. Specifically, the recommendation process consists of three parts (Figure 4).




	(1)

	
Region Division: We first use four types of clustering algorithms to partition the study area then use the Calinski-Harabasz Index to find the parameters that optimize the area partitioning. Finally, the maximum information coefficient to define the degree of influence of the digital signage location factor on the distribution of digital signage was employed.




	(2)

	
Digital signage location recommendation: First, the kernel density method was used to analyze the density of digital signage points in their surrounding neighborhoods. Next, the Euclidean distance was considered to calculate the similarity between the digital signage sample points. Finally, the first three sample points with the highest similarity to the non-imposed digital signage were selected, and the similarity of the three sample points and their nuclear density value are weighted to be averaged. Therefore, for each undistributed land area, a recommendation score between 0 and 1 is calculated, which indicates the extent to which the plot is suitable for the placement of digital signage.




	(3)

	
Model verification: We verify the validity of the model using precision, recall, and F-measure.









4.1. Region Division


In machine learning algorithms, the division of the study area based on influential factors is called unsupervised learning. Spatial clustering algorithms are typical unsupervised machine-learning algorithms that not only describe how the data are organized or clustered but also generate clustered data object collections based on the data features [47]. The objects in the same cluster are similar to each other, and objects in different clusters show various differences from each other [48]. In this study, the experimental results of four classical clustering algorithms were compared to obtain the algorithm that is the most suitable for the study area division. These methods are as follows:



4.1.1. K-Means Algorithm


K-means [49] is a clustering method based on distance classification. The clustering process mainly includes three steps. First, K centroids that represent the number of clusters are determined; second, the Euclidean distance of each index is calculated, and the spatial distances are integrated between the calculated objects; finally, the program is run continuously until the sum of squared errors is the smallest [50].




4.1.2. BIRCH Algorithm


BIRCH is a hierarchical clustering algorithm, which needs to be adjusted when using it for clustering [51]. The first step is evaluates the threshold, which is the maximum sample radius threshold T of each cluster feature tree that determines the radius threshold of hyperspheres formed by all the samples in each cluster feature tree. The other is the branching factor, which is the maximum number of clustering features B of the internal nodes of the cluster feature tree. The algorithm uses the balanced iteration of hierarchical methods to reduce and cluster datasets [52].




4.1.3. DBSCAN Algorithm


DBSCAN is a density-based clustering algorithm, which needs two input parameters for the algorithm’s calculation [53]. One parameter is the radius (Eps), which represents the range of the circular neighborhood centered at the given point P; the other parameter is MinPts, which is the minimum points in the neighborhood centered on the point P. The algorithm uses an iterative search method to find all density-contained objects contained in each cluster.




4.1.4. SOM Algorithm


The SOM clustering algorithm [54] consists of an input layer composed of m neurons and a two-dimensional planar array competition layer composed of a*b neurons. The SOM clustering process is as follows: First, a smaller weight is assigned to the connection weights between the m input neurons and the output neurons. Second, the node is found that best matches the input vector X; then, the weight vector of the mapping layer and the Euclidean distance of the input vector are calculated. Finally, the winning neuron with the closest distance j* is obtained; then, the weights of j* and its neighboring neurons are modified according to Formula (1) [55].


   Δ  w  i j   =  w  i j   ( t + 1 ) −  w  i j   ( t ) = η ( t ) (  x i  ( t ) −  w  i j   ( t ) )   



(1)




where     w  i j      is the weight between the i-th neuron of the input layer and the j-th neuron of the competition layer and   η   is a constant in the interval of (0,1), which gradually decreases to 0 with time.




4.1.5. Calinski-Harabasz Index (CH)


The CH index [56] is a statistical measure of the distribution effect, which indicates that the difference between measurement categories is greater than the difference within the category, that is, CH obtains the maximum value when the clustering result is optimal. The expression of the CH index is written as


   C H  ( k )  =   T r  (   B k   )    T r  (   W k   )      n − k   k − 1     



(2)




where    T r  (   B k   )     is the distance between categories,    T r  (   W k   )     is the distance within the category,     B k     is the intra-class divergence matrix, and     W k     is the inter-class divergence matrix. The calculations for     B k     and     W k     are


    B k  =   ∑ q    n q     (   c q  − c  )     (   c q  − c  )   T    



(3)






    W k  =   ∑  q = 1  k     ∑  x ∈  C q      (  x −  c q   )         (  x −  c q   )   T    



(4)




where   n   is the number of points in the data,     C q     is the set of points in cluster q,     c q     is the center of cluster q, c is the center of the sample point and     n q     is the number of points in class   q  .



In this paper, to obtain the best clustering parameters for each algorithm, we apply Equation (2) separately for the four algorithms.




4.1.6. Maximum Information Coefficient (MIC)


MIC [57] is a novel statistical method that satisfies fairness and versatility in correlation analysis; it can effectively measure the linear and nonlinear relationships between variables and non-functional dependencies. Therefore, we choose MIC to calculate the influence of the location factor on the distribution of digital signage. MIC is generally shown as


   M I C  ( D )  =   max   x y < B  ( n )     {  M    ( D )    x , y    }  x × y   



(5)




where    B  ( n )     is the upper limit value of the grid division    x × y   ,   x   is used to divide the value domain of the integrated variable   A   of the digital signage location factor into   x   segments,   y   is used to divide the value domain of the digital signage sample point set   B   into   y   segments and    M    ( D )    x , y      is the location factor matrix.



To obtain the optimal proportional relationship of each location factor of each region, we took the digital signage location factor in the already-divided region as a sample using Formula (5) to calculate the weight of the location factors in each partition. Next, the product of the location factor vector A (   A i =  {  A 1 , A 2 , … A n  }  , i = 1 , 2 … m ;    where    A i    is a sample of the location factor for the i-th parcel,    A n    is the i-th location factor) and its location factor weight B (   B i =  {  B 1 , B 2 , … , B n  }  , i = 1 , 2 … m   ; where    B i    is a sample of the location factor for the i-th parcel,    B n    is the i-th location factor weights) is used as the data source of the recommendation algorithm (   A × B   ).





4.2. Digital Signage Location Recommendation


Using the data weighted by MIC as the data source, the kernel density method was employed to analyze the density of digital signage points in their surrounding neighborhoods. Then, the Euclidean distance was brought to calculate the similarity between the digital signage sample points. Finally, the combined the density and similarity for each undistributed land area are used to calculate a recommendation score between 0 and 1, which indicates the extent to which the plot is suitable for the placement of digital signage.



4.2.1. Kernel Density Analysis


Kernel density analysis [58] was taken to calculate the density of digital signage features in their surrounding neighborhoods. When the distribution density function is   f  , the extracted sample is     x 1  ,  x 2  … ,  x i    , and the estimated value of   f   at point x is    f  ( x )    . The kernel is shown in the Formula (6)


    f n   ( x )  =  1  n h     ∑   i = 1  n  k  (    x −  x i   h   )    



(6)




where    k  ( ⋅ )     is kernel function,   h   is bandwidth, and    x −  x i     is the distance from the estimated point   x   to the sample     x i    .



In this paper, the kernel density function was used to analyze the density of the sample data of digital signage. Moreover, a higher nuclear density of the sample point indicates that the distribution of the digital signage in the sample point is denser, further evidence that the characteristics of the sample point are more suitable for the layout of digital signage.




4.2.2. Similarity Calculation


The Euclidean distance [59] is the distance calculation method, which was brought to measure the similarity between sample points in a multidimensional space. This index ranges from 0 to 1, where numbers closer to 0 indicate more similarity between two samples. The formula for the Euclidean distance is


   d i s t  (  X , Y  )  =     ∑  i = 1  n      (   x i  −  y i   )   2        



(7)




where   X   and   Y   are two sample points,     x i     is the i-th attribute feature in the sample   X  , and     y i     represents the i-th attribute feature in the sample   Y  .



In this paper, we use Formula (7) to calculate the similarity of digital signage sample points, where   X   is a sample that has a layout defined for digital signage, and   Y   is a sample that has not had layout defined for digital signage;     x i     is the i-th location factor of sample   X   and     y i     is the i-th location factor of sample   Y  .




4.2.3. Digital Signage Recommended Location Calculation


The specific calculation processes of digital signage recommended locations in this study is as follows (Figure 5).



First, the data weighted by MIC was considered as the data source. Second, the kernel density method was applied to analyze the density of digital signage points in their surrounding neighborhoods. In addition, the Euclidean distance was used to calculate the similarity between the digital signage sample points. Finally, the three plots with the highest similarity to the plots with no layout of digital signage were selected, and the average of the kernel density values and corresponding similarity values were weighted for the three plots. Therefore, for each undistributed land area, a recommendation score is calculated between 0 and 1, which indicates the extent to which the plot is suitable for the placement of digital signage.





4.3. Model Verification


In our research, we used the precision, recall, and F-measure to verify the validity of the model. Precision rate (P) represents the ratio of digital signage samples that are the actual layout to digital signage samples that are the predicted layout. The recall rate (R) represents the ratio of digital signage samples that are the predicted layout to digital signage samples that are the actual layout. The F-measure was considered to synthesize P and R of the model.



P [60] was used for the prediction result; it indicates how many samples in the positive prediction are true positive samples. There are two possibilities for the prediction to be positive. One possibility is to predict the true positive class as a positive class (   T P   ). The other possibility is to predict the negative class as a positive class (   F P   ). Thus, the P can be calculated by the expression as


   P =   T P   T P + F P     



(8)







R [61] was used for the original sample. It indicates how many positive examples in the sample are correctly predicted. There are two possibilities for being correctly predicted. One is to predict the true positive class as a positive class (   T P   ). The other is to predict the original positive class as a negative class (   F N   ).


   R =   T P   T P + F N     



(9)







There are occasions when contradictory situations exist between   P   and   R   indicators. Therefore, a comprehensive calculation formula (F-Measure) [62] of   P   and   R   was selected in this study for the overall evaluation of the model


   F =   2 × P × R   P + R     



(10)









5. Results and Analysis


In this paper, we propose a recommendation location method of digital signage with multi-source information fusion, and perform research on location recommendations for outdoor digital signage in the Beijing Sixth Ring Road area. Through the establishment of the abovementioned models, in this section, we mainly use the experiments to verify the effectiveness of the location recommendation algorithm and analyze the influence of four clustering algorithms on the recommended result.



5.1. Regional Division Results


We used SOM, K-means, BIRCH, and DBSCAN clustering algorithms to divide the study area into regions. Through multiple experiments to adjust the parameters of each algorithm, the clustering quality index (CH index) was later applied to find the best clustering parameters in each algorithm.



The parameters of each algorithm shown in Table 1. The parameters of each algorithm in the experiment were adjusted to obtain different CH. The variation plot of the clustering quality against parameters for four clustering algorithms including BIRCH, DBSCAN, K-means, and SOM is shown in Figure 6. Based on Figure 6a, for the same threshold value, the CH index does not change with different branching factor values. However, the CH index value is significantly reduced when the threshold value is too small, and the CH index is maximized when the branching factor = 4 and the threshold = 0.20015. According to Figure 6b, for the same eps value, with the increase of the min samples, the CH index value increases first and then remains the same. For the same min samples value, with an increasing eps value, the CH index decreases; when min samples = 8 and eps = 0.05, the CH index reaches the maximum. As seen in Figure 6c, the CH index decreases with the increase of the K value; when K = 2, the CH index reaches the maximum. While in Figure 6d, for the same rate value, with the increase of the neurons’ value, the CH index increases first and then decreases. For different rate values, the CH index does not change with various neurons values. When the rate = 0.1 and neurons = 3, the CH index reaches the maximum.



The parameter that maximizes the value of the CH index was applied as the optimal parameter for clustering. Next, the CH index values for each algorithm were compared under the optimal parameters (Figure 7). It can be seen from Figure 7 that when the study area is divided using the K-means algorithm, the CH value is the largest, and when the study area is divided using the DBSCAN algorithm, the CH value is the smallest. However, the CH value was usually taken to evaluate the clustering quality of different parameters of a specific clustering algorithm. Moreover, the evaluation of the clustering effect of the different algorithms has yet to be fully defined. Therefore, to select the clustering algorithm that is most suitable for the regional division of this study more accurately, we will compare the recommendation results after division by the four algorithms.




5.2. Kernel Density Analysis


To incorporate spatial characteristics into recommendations, the kernel density function in ArcGIS was evaluated to assess the density of the sample data of digital signage. Figure 8 shows the kernel density distribution of digital signage sample points in the study area. It can be seen that the degree of spatial clustering of digital signage can be divided into three levels: (1) Relying on the superior commercial location environment, a large number of digital signage systems are distributed in areas such as Guomao, Shuangjing and Panjiayuan, making it the most prominent area for digital signage agglomeration in the Beijing Sixth Ring Road area. (2) The most prominent digital signage space agglomeration area includes 798 Art District, Olympic Park, Xidan, Wangfujing, and Zhongguancun. (3) The spatial distribution of digital signage in a number of scattered areas from the Fourth Ring Road to the Sixth Ring Road initially shows an agglomeration feature.




5.3. Location Recommendation Analysis


In this paper, the recommendation of digital signage locations associated with geographical features, such as economy and population, was achieved by integrating the spatial features of regional divisions and geographic locations into the location recommendation algorithm. We used the product of the location factor weights and location factors obtained in Section 4.1 as the data source for the recommendation, and we combined the digital signage kernel density obtained in Section 4.2 with the similarity measure to achieve the location recommendation of the digital signage. To make the recommendation result of the model more accurate and reliable, a 10-fold cross-validation method was brought in the recommendation experiment. Specifically, the data set is divided into 10 average parts; each time, nine of them are used as training data, and the remaining data are used as test data. After 10 tests, the results are weighted and averaged as the final training result. Next, the threshold of the recommendation score (RS) is set to 0~0.9, and the step length is set to 0.1. In particular, the higher the threshold of the sample recommendation score, the more likely it is that the sample point will be the layout with digital signage.



Figure 9 shows the comparison of P for the five algorithms. It can be seen from the figure that within the range of the RS, the P of the five algorithms has achieved good results, with a minimum value of approximately 0.5 and a maximum value that reaches 1. The P does not change considerably for the RS less than 0.4, while in the range of 0.5 to 0.9, the P increases sharply. The performance of location recommendation algorithm after SOM partition (S-RLA) on P is outstanding among the five models. When RS is in the range of 0.2 to 0.4, the P of location recommendation algorithm after K-means partition (K-RLA) and location recommendation algorithm after DBSCAN partition (D-RLA) are close to location recommendation algorithm with no partition (N-RLA), However, in the other RS, the P values of K-RLA and D-RLA are slightly higher than N-RLA. Within the RS range, the P of location recommendation algorithm after BIRCH partition (B-RLA) is significantly lower than those of S-RLA, K-RLA, and D-RLA. When RS is 0 to 0.5, the P of B-RLA is lower than that of N-RLA, while when RS > 0.5, the P of B-RLA is slightly higher than N-RLA.



The R for the five algorithms is presented in Figure 10. The R of an algorithm is an inverted U curve. The R does not change considerably for the RS less than 0.4, while in the range of 0.5 to 0.9, the R decreases sharply and eventually is close to 0. When RS is in the range of 0 to 0.4, the R of the five algorithms is the same. When RS > 0.4, the P of S-RLA is slightly higher than the other four algorithms. Within the RS, the R of K-RLA, D-RLA, and B-RLA are almost equal and slightly higher than N-RLA.



From Figure 9 and Figure 10, we can see that under different RS, the values of P and R cannot achieve the best at the same time, thus we choose the F (F-measure) to consider P and R together. The best combination of P and R is when F reach peak. Figure 11 shows the line chart of the F for different algorithms during experiments. From the plot, we can observe that when RS is in the range of 0 to 0.5, the F of the five algorithms increases slowly; when RS = 0.6, the F reaches the peak, while as RS increases from 0.6 to 0.9, the F of the five algorithm decreases sharply, and finally approaches zero. The performance of S-RLA on F is outstanding among the five models. Within the RS, the F of K-RLA and D-RLA are almost equal and slightly higher than B-RLA and N-RLA. When RS is in the range of 0 to 0.5, the F of B-RLA is lower than that of N-RLA, while when RS > 0.5, the F of B-RLA is slightly higher than N-RLA.



From the analysis of the validation results of the location recommendation algorithm proposed in this paper, we can observe the following: (1) according to the definition of P, R, and RS, with the growth of RS, the P will increase, and the R will decrease, which is consistent with the results of this paper. Therefore, it was proven that the location recommendation algorithm that couples multi-source elements proposed in this paper is realistic. (2) The F of the five algorithms all reach their peak when RS = 0.6, indicating that P and R of the model are the best at this time. Therefore, using this value as the digital signage location recommendation threshold can guarantee the model has better P and R. Furthermore, when RS = 0.6 (Table 2), the five algorithms maintain a high P and R, which shows that the proposed algorithm has a better recommendation effect and can further improve the recommendation quality. (3) The P and R of the S-PLA are significantly higher than the other four algorithms, revealing that use SOM to divide the study area has the best recommendation effect. However, using K-means, BIRCH, and DBSCAN to partition the study area had no significant effect on the recommendation results. (4) The recommended results of the four algorithms in this section are completely different from the results of the four clustering effects in Section 4.1, evidencing that the CH index is not suitable for evaluating the clustering quality of different algorithms.



We considered RS = 0.6 as the threshold of the recommended digital signage, that is, when the sample point’s recommendation score is greater than 0.6, the sample point is considered suitable for the placement of digital signage, and the spatial visualization results of digital signage recommendation locations for S-RLA and N-RLA are compared (Figure 12). This plot shows that the areas that are suitable for the layout of digital signage generated by the two algorithms are roughly consistent and generally have a multicenter distribution. The agglomeration areas suitable for the installation of digital signage are mainly distributed in Wangfujing, Financial Street, Beijing West Railway Station, and tourist attractions in the northwest direction of the Fifth Ring Road. However, the two algorithms have slightly different results in some areas, for example, based on Figure 12a, the model recommends that a small amount of digital signage should be concentrated in the north of Tongyan expressway, while in Figure 12b, there is no recommendation to place digital signage in this area. Both models recommend that a small amount of digital signage should be distributed in the southeast direction outside the East Fifth Ring, but the distribution area of Figure 12b is relatively larger than that of Figure 12a. The above situation can be explained by the value of P, since the P of N-RLA is lower than that of S-RLA, and the lower the precision, the higher the probability that the actual negative is predicted to be positive; specifically, the N-RLA recommends more places where digital signage should not be deployed to accommodate digital signage.





6. Discussion and Conclusions


With widespread use of digital signage, the introduction of precise location recommendation methods for digital signage is a problem that urgently needs to be solved by digital signage companies. Location recommendation systems can meet the individual needs of the user and reduce the information overload problem, which has been widely discussed. However, there are still problems in the current location recommendation algorithm. To solve these problems in the traditional location recommendation algorithm and make the layout of digital signage more scientific and reasonable, we propose a location recommendation algorithm of digital signage with multi-source information fusion. We explore elements of commercial activities—such as economic census, population census, average house prices, social network check-in data, and the centrality of traffic networks—which affect the placement of digital signage, and identify the modeling factors of digital signage by using the method of gridded specialization. Four types of clustering algorithms were applied to divide the study area, and the area-divided feature data were used as the data source. Using a kernel density analysis method to obtain the density of digital signage in its surrounding neighborhood, it is then integrated into the location recommendation algorithm to recommend the location of the digital signage. The precision, recall, and F-measure verify the validity of the model. The results of the study are as follows:




	(1)

	
In this paper, we provided a location recommendation algorithm with multi-source information fusion, which integrated the spatial features of regional divisions and geographic locations, and used it to achieve the recommendation of digital signage locations that were associated with geographical features, such as the economy and the population.




	(2)

	
The precision, recall, and F-measure were considered to evaluate the validity of the model. The evaluation results show that the proposed method has higher rates of precision and recall, which clearly indicates that this method has a better recommendation effect and can further improve the recommendation quality.




	(3)

	
Using different clustering algorithms to divide the study area, the division results reveal that the use of the SOM algorithm to divide the study area can significantly improve the precision and recall rate, thereby improving the location recommendation effect and further improving the recommendation quality. The recommended quality of the partitioning model using K-means and DBSCAN in the study area show a certain increase, but the effect is not obvious. While BIRCH was employed to partition the study area, the recommendation quality is poor when the recommendation score is small, and when the recommendation score threshold is large, the recommendation quality of the model increases.




	(4)

	
Using this algorithm to recommend the location of Beijing City Sixth Ring for digital signage, the recommendation results indicate that the areas suitable for digital signage are mainly distributed in Wangfujing, Financial Street, Beijing West Railway Station, and the tourist attractions in the northwest direction of the Fifth Ring Road.









This case study has made certain contributions to sustainable development. According to the definition of sustainability, it is achieved in the context development of ecological, economic, and social [63]. If we achieve the sustainable development with abovementioned digital signage location recommendation model coupled with multi-source elements, the location recommendation will be more effectively reach its targets, and this recommendation model can help conduct digital signage management and sustainable advertising without adverse impact on the environment and consumers. We use the clustering algorithm to divide the digital signage in the study area according to the social and economic factors affecting sustainable development. Therefore, the administrator can manage the digital signage and place of advertisements according to the division, thereby improving the management efficiency and reducing the manpower and material resources. Our work provides a scientific method for digital signage site selection, and in this selection process, the economic, social, and other factors that may affect sustainable development were fully considered. The location recommended by this method has a high degree of credibility, which effectively improves the scientific approach to digital signage layout and enhances the utilization rate of advertisements. Compared with traditional manual site selection and advertisement placement, it can save resources and promote the precision, personalization, low carbonization, and sustainable development of advertising. As too many digital signage systems will affect the appearance of the city and waste resources, the next step will be to optimize the research of digital signage deployment to make the digital signage resources more reasonable.
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Figure 1. Digital signage basic data processing flow. 
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Figure 2. Digital signage basic data. 
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Figure 3. Digital signage location factor data processing flow. 
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Figure 4. Flow chart of digital signage location recommendation. 
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Figure 5. Digital signage recommendation process. 
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Figure 6. Clustering quality of four algorithms under different parameters ((a) BIRCH; (b) DBSCAN; (c) K-means; (d) SOM). 
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Figure 7. Comparison of four algorithms Calinski-Harabaz values. 
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Figure 8. Kernel density of digital signage sample point. 
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Figure 9. Comparison of the precision rate in different algorithms. 
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Figure 10. Comparison of the recall rate in different algorithms. 
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Figure 11. Comparison of the F-measure in different algorithms. 
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Figure 12. Spatial visualization results of digital signage recommendation locations ((a) S-RLA; (b) N-RLA). 
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Table 1. Parameters of the four clustering algorithms
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Clustering Algorithm

	
Parameter

	
Defaults






	
BIRCH

	
branching_factor

	
50




	
threshold

	
0.5




	
DBSCAN

	
eps

	
0.5




	
min_samples

	
5




	
K-means

	
K

	
None




	
SOM

	
neurons

	
None




	
rate

	
None
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Table 2. Comparison of precision and recall for different algorithms at RS = 0.6.
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	Algorithm
	Precision Rate
	Recall Rate





	S-RLA
	0.7797
	0.8456



	D-RLA
	0.7704
	0.8353



	K-RLA
	0.7678
	0.8200



	B-RLA
	0.7262
	0.8059



	N-RLA
	0.7413
	0.7619











© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
6000
5767

5000

§






media/file4.png
0 5 10 km e Digital signage sample point

Main roads and loops






media/file18.png
1.0 -

0.9 -

o
(e e]
1

o
~J
1

Precision rate

0.6 -

0.5 1

03 04 05 06
Recommendation score

0.7

0.8

0.9






media/file21.jpg
F-Measure

08

07

06

02

o1

00

PHits
3331

o1

02

03 04 05 06
Recommendation score

07

08

09






media/file3.jpg





media/file22.png
F-Measure

o
EEN
1

o
w
1

2 =

0.1 1

0.0 -

0 01 02 03 04 05 06
Recommendation score

0.7

0.8

0.9






media/file19.jpg
1.0

02

00

P14
3331

o1

02

03 04 05 06
Recommendation score

07

08

09






media/file7.jpg
Digital signage
Tocation
recommendation

DBSCAN

Digital signage kemel density analysis

Digital signage sample point similarity
calculation

Using statistical indicators to vcnfy\
\ model validity.

i





media/file10.png
Digital signage spatial features

Sample points
grid

H{
HE

ample points gr
(no digital signage)

.






media/file14.png
Calinski-Harabaz Index

6000 A

5000 -

4000 -

3000 A

2000 -

1000 A

BIRCH

5767

1351

DBSCAN K-means

1888






media/file11.jpg





media/file6.png
Check-in data

House price data

Population census

data - Areal ——
Spatial join Beijing building ) ) Digital signage
space entities interpolation location factors
Economic census A
data
500 m standard
Traffic network data grid

& OOk

Digital signage data






media/file15.jpg
0

5

10 km

Value
o High

Low

I+

Main roads and loops





nav.xhtml


  sustainability-10-02357


  
    		
      sustainability-10-02357
    


  




  





media/file16.png





media/file2.png
Spatial points
(digital signage )

Sample points Preprocessing Geocoding

(digital signage)






media/file20.png
Recal |l rate

1.0 -

0.8 -

o
o
1

0.4 A

0.2 -

0.0 -

0 01 02 03 04 05 06 07 08 009
Recommendation score






media/file23.jpg





media/file5.jpg
S raeneo i
n igital signage data

> Spaitjoin

 hcin vin
e misier

=

merpolion |

(=)





media/file24.png
Recommended layout

- Already layout

(b)

10 km

5

m +©
T T %) o =]
2 = e mENERANRETE S > i nnn === 2 o
2 I Q SRt v, e =1 Q >
A R EE N EEEENS 9 — w v T T ) T % <
HH u =N SR 7 HHH - —
v_\ﬂ\_ u IT [ A_m | |m |% ,nla m y 1 T _ _ ] = M
= T (o NS < = o EEEN
e RN EEERee RNARAARE SRS, m A SE_SaSEEEes SiiNE - R e g HECRERRS SR
NEEEEAY IWEAN < E < = = REAN O T maw NG v 2
7 T TN 3 g ¢ N HN =
N | |
afiten S R = 0§ % AT o | REE I
== == T T 1] (
fisLiinnEn - _ N = - F Veis . & | _ SR
111 ] | u ' = Q H =
N “ [ A = 2 2 = EEE mEE _ R84 mEuREAn m // = 2
ANEENE NENNNNEN EEE N I 0 NEmman EpEEEEEE . EEEER N RN i = =
may ok, o AN | H _ - |H_|| H _
L] H HHH — N "an ] I g
I N I < | I I 1 far
N ] > == ] | I <
E/l \ ] N H RN ===CS s oNEE L E NN s
EEE TN EEEEEEEEES= | HEN N | EESEEENEEEEEEEANEEEEEEEP s snaamnany T  (E IS NN SEEEEE A - | [T | ENEEE
N _ JH; L R Rl
£ “ | - rincmsey RaeEeERvaanat L -
HH | P e RN L. N |
H T H n_m||| L ENENEEEE N | i
EEEERY S | T e P4 B EEEEEEEE R N 4 T T ] ]
i f i R L
[ [ [ EEEE I 1 - HEEN B N [} H _HEE EEEE Illlllyl
Fr e , | i EERE TR T
EEEEE EEEEEE RS SRR W T Er T i S I RN NN N N [ \
J HAH _ I~ RN H , i a i ]
HE n_LlEL |||||| EEEEEEEE T
lun m- Il o I \ " E-mEw HHH n | m LY \
- ] ) ] i N ANfAATme T u Hllllwu ] N o \ I
= uﬁ T ] N [ AN T ] T 1
I 4 I |1l H . Tm \ EPZSuN lln%mul.ﬂﬂnl “ | | l““lI ll L|_ ll D“W 1] -
T T e u 1 I ¥ S NN R N a N y 1] ] NN EEEN RN
A o u o EEN I L1 H AV
I ] I |C | ] IL| ] | | 1 ENEE_ W
NN N ] | ] N T N ~~ ! H O
|”| HH N nm At e I i A «© f Ca-mataaoac IH . H 0
T ] N—" NN u ¥
H_H HT T R e 1] TN
] | L} EEEEE = I T 1 | I EEENEEE EER
| 1] ] Cme TN I H ] I T T
n_l = - T | “||_| 11_l| ||||| N mE= emEms s H WM EY m ] IM:M|M
I . ||| om0 74 g T ] \] T . T | . TN
P Cum i I I I X e [ Ty . ] ]
lﬁ u H_ 1 | | N .m RN u 1] L7 | NI f \l
NN~ s MR H EEE N . ] I S Em S Y
] T EEEE (e
PadmE-mmamE ma s TREoee N ] = 7 Eamnnn e nn e Emmts s tEa l&-L RN
u A 1] [ N ) T ' ] 12 EEEEEEE OO e N ]
L] ] ] y 1 v 4 NN REE— | |
uh g et T HhT | : “ / |
111 1] N I | ] H K| = ]
11T 1T I ] lHH T[T = |
17 W TN t [ 117 ] ] TN ]
] [ J 1 1} TTT ] T ]
|| . _ I - nm. EEE N L_ N\ 7
um RN _ Jam T ] _wu u BTN
_—_ ANEEE HI_I_ I WMHm l__ —H [ N _ ] 1 _ = T AEEEEEE == -
[ - ) I 1| EEEEEEE Ll | |
| _ u _ \ _ _ H e a
I i [ T EEEEERN o — ! u Y
I I I I 1 u || 1 TTTTTN 1
I T | | [ [ ST 1 n M 1
Summ | N I S T 17 EEEEEAN
Rx N ENEE _ 41 I HH 1 T |
o | oo - < | i
AL = HHEE N N # A e _ T
N Demud I S==_ _ “ 1 T 1 / T T 1
N N CEHHH > . AP Z=md =T
LT NATT | [ e e e =
ANEEE_ ad ANEES
[ ANZ4N| o






media/file1.jpg
Sample points > Preprocesing > Geocoding

i s






media/file12.png
Calinski-Harabaz Index

Calinski-Harabaz Index

3500 - E
N s - - - - -
3000 4 —e— threshold=0.20015
—e— threshold=0.2001
—e— threshold=0.20005
2500 - —e— threshold=0.2
—o— threshold=0.198
o \/-_—/
1500 h T T T L] T T L) L) L]
2 3 4 5 6 7 8 9 10
branching_factor
(a)
5500 -
5000 -
4500 A
4000 -
3500 A
5 6 7 8 9 10
K

Calinski-Harabaz Index

Calinski-Harabaz Index

1400 A

1200 A

1000 A

800 A

600 -

400 A

200 A

2 3 B 5 6 7 8 9 10
min_samples

(b)

1800 -

1600 -

1400 -

1200 -

1000 -

800 -

600 -

rate=0.01
rate=0.05
rate=0.08
rate=0.1

tHi

neurons

(d)






media/file9.jpg





media/file0.png





media/file8.png
Region division SOM K-means BIRCH DBSCAN

.. : Digital signage kernel density analysis
Digital signage

|
|
|
|
|
|
|
|
|
|
|
|
|
location | 5
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

recommendation { Digital signage sample point similarity J

calculation

Model
verification

sing statistical indicators to verify
model validity






media/file17.jpg
@ ~
s s

034 woIsIo0ig

06

05

02 03 04 05 06 07 08 09
Recommendation score

o1





