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Abstract: A virtual machine with a conventional offloading scheme transmits and receives all context
information to maintain program consistency during communication between local environments
and the cloud server environment. Most overhead costs incurred during offloading are proportional
to the size of the context information transmitted over the network. Therefore, the existing context
information synchronization structure transmits context information that is not required for job
execution when offloading, which increases the overhead costs of transmitting context information in
low-performance Internet-of-Things (IoT) devices. In addition, the optimal offloading point should
be determined by checking the server’s CPU usage and network quality. In this study, we propose
a context management method and estimation method for CPU load using a hybrid deep neural
network on a cloud-based offloading service that extracts contexts that require synchronization
through static profiling and estimation. The proposed adaptive offloading method reduces network
communication overheads and determines the optimal offloading time for low-computing-powered
IoT devices and variable server performance. Using experiments, we verify that the proposed
learning-based prediction method effectively estimates the CPU load model for IoT devices and can
adaptively apply offloading according to the load of the server.

Keywords: Internet of Things; cloud system; offloading; virtual machine; static profiler; context information;
deep neural network

1. Introduction

In the developing IT environment, one challenge with the appearance of each new device is
that a separate development language and environment are required. One of the solutions to this
problem is to use a virtual machine (VM). However, in Internet-of-Things (IoT) environments with
limited resources, it is difficult to apply this to existing virtual machines directly. Various studies on
lightweight VMs have been conducted to solve this problem [1–3]. In addition, there is research on
VMs for supporting Web environments such as HTML5 and JavaScript in IoT devices in addition to
simply overcoming development environments [4,5]. The Secure compiler, used for developing secure
IoT services based on secure software and virtual machines for services, has also been studied [6].

In recent years, resource requirements for services to be processed by IoT devices have exceeded
IoT devices’ performance improvements; hence, it has been difficult to process services directly from
IoT devices, and IoT–Cloud environments have been studied [7,8].

The IoT–Cloud converged virtual machine system [9] can perform tasks requiring high computing
power by delegating tasks that are difficult to perform in the low-performance IoT equipment
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development environment to the Cloud server environment by applying an offloading technique.
The context information of the work environment must be transmitted and synchronized to maintain
the consistency of programs during communication between the Cloud environment and the local
environment. Therefore, the VM to which the existing offloading technique is applied is a structure that
transmits/receives all context information. The disadvantage of such a structure is that the amount of
context information to be transmitted is increased by that which is not necessary for performing the task.
Because most of the overhead costs that occur during offloading are proportional to the size of the context
information transmitted over the network, these costs are increased in low-performance IoT devices.

The proposed method involves two aspects for effective offloading. First, to reduce the resource
consumption rate in the context information transmitted from low-performance IoT equipment
to the Cloud server, it is crucial to determine the context information required for the offloading
performance function using a static profiler; thus, a context information synchronization method
for sending/receiving context information was studied. A VM employing the improved context
information synchronization technique reduces the overheads caused by the context information
synchronization process of low-performance IoT devices, thereby increasing the offloading efficiency.
Next, to determine the effective offloading time, we predict the CPU usage trend, which is one of the
workload indices, through deep learning. The predicted CPU usage trend is indicative of future CPU
usage information; therefore, it is an indicator of offloading execution decisions. Using the proposed
method, it is possible to reduce the size of the data that needs to be synchronized between the local
device and the server during offloading and determine an appropriate offloading point.

The remainder of this paper is organized as follows. In Section 2, we examine the IoT–Cloud
converged VM system as an execution environment, as well as the features of an existing offloading
scheme, context information, and deep learning model used in this study. In Section 3, we describe the
proposed offloading method for IoT devices. In Section 4, the performance of the proposed method is
verified using experiments. Finally, we present our conclusions in Section 5.

2. Related Research

2.1. IoT–Cloud Converged Virtual Machine System

The IoT–Cloud converged VM system provides the computing power of high-performance cloud
servers to low-performance IoT devices using lightweight VMs, profilers, offloading techniques,
and Just-in-time (JIT) compilers. This system can execute the contents written in various programming
languages by applying the advantages of existing smart VMs [1,3,5] to low-performance IoT devices.
Figure 1 shows the overall structure of the IoT–Cloud converged VM system. The core component
is a light-weight VM, an IoT–Cloud VM, for building a platform-independent environment in
low-performance IoT devices. The VM makes existing smart VMs lighter [1,3,5] to meet the requirements
of low-performance IoT devices. The IoT–Cloud VM can be applied to high-performance IoT equipment
by delegating high-complexity tasks to the high-performance Cloud server environment by applying the
offloading technique [9].

2.2. Offloading

The offloading method is a Cloud computing method used to maximize the efficiency of
resource consumption in the development environment of low-performance equipment such as IoT
equipment [10–13]. The offloading technique can delegate high-complexity tasks to a high-performance
Cloud server environment to be performed in a local environment, thereby reducing resource
consumption due to employing low-performance equipment [14–16]. The advantage of offloading is
that it can overcome low performance due to the high computational power of servers, but overhead
costs are incurred during network communication between the local and server environments.
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Figure 1. Overall configuration of the IoT–Cloud virtual machine system. IoT: Internet of Things.

If the overhead costs are greater than those incurred by operating in the local environment without
performing offloading, the offloading performance deteriorates. Therefore, by analyzing the execution
load information for each program element through profiling, the data to be offloaded must transmit
and receive data with improved performance during offloading. A method of minimizing the size
of data to be transmitted is required for efficient offloading because the overhead costs of network
communication are proportional to the size of the transmitted and received data [17–20].

Methods for selecting computation offloading operations are largely classified into static
and dynamic approaches. La et al. [16] classified offloading techniques as shown in Figure 2.
The static technique reduces the execution load by selecting the part to be offloaded during program
development. The static method has the advantage of a low load in terms of cost analysis at runtime.
However, the cost analysis is possible only using predictable variables [17]. Meanwhile, the dynamic
method selects the part to be offloaded by considering fluctuation factors during execution, such as the
network state and remaining battery power. The dynamic method can accurately reflect the current
state of the mobile device. Nevertheless, it is difficult to design a model that reflects all variables,
and the required workload for the cost analysis is significant [18,19].

Partial offloading is a method of submitting some of the work to the Cloud. When a specific
task is frequently used and cannot be performed in parallel, the communication costs and waiting
times are increased. The full offloading method, on the other hand, addresses only the interaction with
the user on the mobile device; it defers execution to the Cloud. For frequent interaction with a user,
synchronization problems typically occur. Therefore, it is necessary to selectively assign an operation
that is suitable for offloading to the Cloud.

In the proposed approach, it is difficult to reflect real-time fluctuating factors, such as mobility
and communication scenarios. Therefore, the offloading decision is based on the mobile augmentation
Cloud service (MACS) model [20], which estimates the code transmission cost, memory, and CPU
usage for each function using the profiler at the content compilation time. The offloading object
determines the unit of work based on the function.
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Figure 2. Classified computation offloading methods.

The IoT–Cloud converged VM system uses the computational offloading technique to provide
the high-performance computing power of the Cloud server on low-performance IoT devices [9].
In this case, context synchronization must be performed because the program to be offloaded
must maintain consistency between the IoT devices and the Cloud server. An efficient context
synchronization technique is required because the network communication overheads linked to
context synchronization can reduce the performance gain using offloading. In this study, we extract
the context information required for offloading execution through static profiling for efficient context
synchronization. The context synchronization method based on context information extracted through
static profiling is expected to reduce network communication overheads because synchronization is
only attempted on the context information necessary for the task to be offloaded.

2.3. Context Information

The context information is that required by the interpreter of the IoT–Cloud VM to execute the
program. It is predominantly composed of the context information necessary for all function executions
and the stack context information for managing command execution and variables. Figure 3 shows
the composition of the core contextual information, which is required by all functions, and includes
the instruction buffer, gPc, used to access the instruction buffer, sp, used to access the operation stack,
ep, used to access the activation record, SpDisplay, used to manage the operation stack, and ArDisplay,
used to manage the frame position information where the function starts in the activation record.
The stack context information consists of an operation stack used when executing stacking or arithmetic
instructions, an activation record for managing local variables, and a constant pool for managing literals
and global variables. Figure 4 shows the composition of the stack context information. The operation
stack terminates the function execution at the start position of the function frame, loads the return
address and the lexical level of the function, and executes the operation instruction and the load
instruction from the following area. The activation record, similar to the operation stack, loads the
address to be returned and the lexical level of the function at the start of the function frame then
subsequently manages the local variables used in the function.

Figure 3. Core context information for executing processes on the IoT–Cloud virtual machine.
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Figure 4. Context information for stack frames.

2.4. TreNet

TreNet is a neural network for the trend prediction of time series data. It is a hybrid neural network
combining long short-term memory (LSTM), a convolutional neural network (CNN), and a feature
fusion layer [21]. In the LSTM layer, time series data consisting of the current trend slope (lk) and
persistence (sk) are inputted to the CNN layer, and raw data sets are inputted to determine the
dependency of the current trend and pattern transition point, as well as predicting the forecast slope
(l′k) and persistence (śk) of future trends. Figure 5 shows the structure of TreNet, which is used
to analyze the current characteristics of CPU usage and determine offloading timing by predicting
future trends.

Figure 5. Structure of TreNet. CNN: convolutional neural network; LSTM: long short-term memory.

3. Adaptive Offloading Method

3.1. Static Profiler for Context Information

The context information required to execute offloading depends on the case of the execution
target function. Here, we use a metric to classify contextual information that needs to be synchronized
according to the offloading function to be performed, determined in a previous study [9]. Table 1 shows
the context information requiring synchronization according to the type of offloading object function,
which, according to defined metrics, depends on the existence of delivery parameters, the presence
of delivery return values, and the use of global variables. In this study, we analyze the light-weight
virtual machine intermediate language (LVIL) code of light-weight virtual machine executable format
(LVEF) through static profiling to extract parameter information and return value and global variable
information. Figure 6 shows the structure of a static analyzer used to analyze context information.
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Table 1. Context information requiring synchronization according to function type classification.
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Figure 6. Structure of the static profiler for context information.

The function analyzer extracts the parameters and returns the value information. The parameter
information and return value information are classified into three categories: address variables,
global variables, and local variables. For local variables, the parameter and return value information
do not affect the synchronization of the context information other than the operation stack. Therefore,
in this case, information on the number of parameters to be loaded on the operation stack is required
for operation stack synchronization, and information on the presence or absence of the return value is
extracted. For an address variable, not only the operation stack but also the activation record must
be synchronized. Therefore, the command code details the parameter and return value while the
offset describes the location information in which the variable is managed and extracts the data size
information of the variable, which is the synchronization range index of the activation record. If it is a
global variable, it requests the data area analyzer to extract detailed information of global variables.

When analyzing the use of global variables in the function analyzer, the data area analyzes
the literal table, and the internal symbol table of the data area of the smart assembly format (SAF)
determines the offset address of the global variable. The offset address indicates the synchronization
start area of the constant pool and the data size and extracts the information of the literal constant.

The context information table manager manages the information extracted from the function
analyzer and the data area analyzer as a table of parameter information, return value information,
and global variable information. When context information extraction is completed, the information
managed in the table is generated as a JavaScript object notation (JSON) format file by the context
information generator.

3.2. Context Information Synchronization

The core context information is crucial for the interpreter to execute the program and consists
of an instruction buffer, a frame pointer indicating the start frame of the function, and pointers for
accessing the context information. In conventional context synchronization, pointers pointing to the
function start frame information of the operation stack and the activation record transmit all pointers
indicating the start frame information of the function. However, as the information required for
offloading is the frame information of the offloading performing function, if only the pointer pointing
to the starting frame of the offloading performing function is synchronized, both the size of data and
the resources consumed during communication are reduced. All pointers except for the start frame
position information of the function are collected and transmitted every time offloading is performed
because the value changes when the command is executed by the interpreter.
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In the stack context information, unlike the constant pool, the operation stack and activation record
are required context information in all function cases. The operation stack is the context information
used when executing the load and computing instructions by the interpreter. The operation stack
increases the start frame of the function to execute the instruction of the function at the time of the
function call and loads the address to be returned after completing the function execution. Because
the operation stack executes the instruction in units of functions, the area requiring synchronization
is a frame area of the function to be offloaded. Therefore, the operation stack synchronizes from the
start frame position of the offloading performing function to the position where the parameter value is
loaded. This reduces the data size of the operation stack to collect when loading. If there is a return
value after offloading, the data size of the operation stack to be collected is reduced by performing
synchronization from the start frame position of the performed function to the position where the
return value is loaded.

The activation record is context information which manages local variables necessary for function
execution. The activation record updates the start frame position information of the function to
manage the local variable of the function to be executed when the function is called. After function
execution, the function frame area disappears. As the activation record manages local variables by
function, the area that needs to be synchronized during offloading is the frame area of the function
to be offloaded. Therefore, the activation record is synchronized from the start frame position of
the function to be offloaded to the end of the function frame, thereby reducing the data size of the
activation record synchronized at the time of offloading. Also, when the function is completed in the
offloading environment, the function frame of the activation record disappears, so synchronization of
the activation record does not proceed after offloading.

3.3. CPU Usage Trend Learning Model

The CPU usage trend learning model is based on TreNet, and the overall structure is composed
of a dataset loader, data processor, and TreNet. Figure 7 shows the overall structure of the learning
machine for trend prediction. Data processing involves processing a set of CPU usage data into a form
suitable for trend learning; the data set loaded into the memory in the dataset loader is processed into
a local dataset, a slope dataset, and a result data set. The local dataset is used to determine the pattern
conversion point in a form that is normalized by the utilization distribution and bundled with the
specified window size.

The slope dataset is a slope change data set of the CPU usage distribution and represents historical
trend information from past to present. The data processor derives a linear function that minimizes the
error in the CPU usage distribution using the least squares method to extract the gradient change data
from the CPU usage distribution. The resulting dataset is used to learn the results of map learning
and processed into a set of gradients indicating the future at the input data point according to the aim
of this study.

As CPU usage trends represent real-time information, it is impossible to predict sustainability
even by obtaining the slope. Therefore, TreNet learns the slope but not the persistence of the trend.
The map learning proceeds in the following order.
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Figure 7. Structure of the learning model for performance load prediction.

(1) The local dataset is input to the CNN layer of TreNet, while the LSTM layer is input to
the tilt dataset;

(2) The CNN and LSTM layers learn the dependencies in the input dataset and send the results to
the feature fusion layer;

(3) The feature fusion layer fuses the results of the CNN and LSTM layers to determine
the dependence of the slope and pattern transition point;

(4) The output layer derives the predictive slope through the dependency relationships and
the resulting datasets learned in the feature fusion layer.

4. Experimental Results

We compare the amount of context information sent from the existing VM to confirm that it is
reduced when applying the proposed context information synchronization scheme. Table 2 shows
the experimental environment in which the context information synchronization technique is applied.
The amount of context information to be transmitted before and after applying the synchronization
technique is approximately 1.3 times greater than the core context information, 1.6 times greater than
the operation stack, and twice the activation record. Therefore, it is confirmed that the amount of
context information to be synchronized is reduced prior to applying the proposed context information
synchronization method.

Table 2. Experimental environments for the proposed context information synchronization method.

Environments Server IoT Device

Processor Intel(R) Core (TM) i7-4770K 3.50 GHz BCM2837 64-bit QUAD Core 1.2 GHz
Memory 16 GB RAM 1 GB RAM

Operating System Microsoft Windows 10 Raspbian

Figure 8 compares the context synchronization time required to offload the decimal, perfect,
and bubble sort algorithms; the average of 1000 times offloading is displayed for each algorithm.
Figure 9 compares the size of the context information synchronized during context synchronization.
It is confirmed that the context synchronization method reduces the total synchronization time by
approximately 10% more than the existing system (Figure 8). Furthermore, the size of the context
information to be synchronized is reduced by approximately 30% from the conventional synchronization
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method (Figure 9). The CPU usage pattern is required to model the real-world CPU usage distribution and
analyzes and classifies the CPU usage data sets collected for the NAB (Numenta anomaly benchmark).

Figure 8. Context synchronization time required to run the prime number, perfect number, and bubble
sort algorithms.

Figure 9. Context information network traffic size required to run the prime number, perfect number,
and bubble sort algorithms.

The distribution of CPU usage in the dataset illustrates either stability after a surge in usage rate,
stability after a steep decline, a stable usage rate, or stable usage. The peak value is classified into
patterns in which the utilization rate continuously changes (Figure 10).

Figure 10. CPU usage classified into patterns of (a) rapid increases or decreases in usage rate, (b) peak
usage rate, (c) stable usage rate, and (d) continuously changing usage rate.
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The CPU usage distribution is modeled using the M/M/1 queuing system, which follows the
time-variable Poisson process [17,18]. The M/M/1 queuing system is not suitable for modeling
CPU usage that changes in real time because the arrival rate of work is fixed. On the other hand,
time-varying M/M/1 queuing systems, which describe the workload changing in real time, can model
the CPU usage rate because the arrival rate of work varies with time. The arrival rate of work for each
pattern model is defined as follows.

Where the work arrival rate follows a stable upward pattern (model 1):

λ(t) = 0.04 f or 0 ≤ t < 2 (1)

λ(t) = 0.1t− 0.16 f or 2 ≤ t < 3 (2)

(t) = 0.14 f or 3 ≤ t (3)

Where the work arrival rate follows a stable downward pattern (model 2):

λ(t) = 0.14 f or 0 ≤ t < 2 (4)

λ(t) = −0.1t + 0.34 f or 2 ≤ t < 3 (5)

λ(t) = 0.04 f or 3 ≤ t (6)

Where the work arrival rate follows a stable and peaked pattern (model 3):

λ(t) = 0.04 f or 0 ≤ t < 2 (7)

λ(t) = 0.1t− 0.16 f or 2 ≤ t < 3 (8)

λ(t) = −0.1t + 0.44 f or 3 ≤ t < 4 (9)

λ(t) = 0.04 f or 4 ≤ t (10)

Patterns in which the arrival rate is constantly changing (model 4):

λ(t) = 0.05172t− 0.00554 f or 0.0 ≤ t < 1.0 (11)

λ(t) = 0.20536t− 0.15918 f or 1.0 ≤ t < 1.5 (12)

λ(t) = −0.0846t + 0.27576 f or 1.5 ≤ t < 2.0 (13)

λ(t) = −0.14484t + 0.39624 f or 2.0 ≤ t < 2.5 (14)

λ(t) = 0.2688t− 0.63786 f or 2.5 ≤ t < 3.0 (15)

λ(t) = −0.31804t + 1.12266 f or 3.0 ≤ t < 3.5 (16)

λ(t) = 0.098t− 0.33348 f or 3.5 ≤ t < 4.0 (17)

λ(t) = 0.01476t− 0.00052 f or 4.0 ≤ t < 4.5 (18)

λ(t) = 0.15328t− 0.62386 f or 4.5 ≤ t < 5.0 (19)

The results are verified using a simulator to show that the modeled CPU usage distribution is
typically modeled according to the defined arrival rate of work (Figure 11) [22].

Figure 12 is a comparison of the CPU usage distribution modeled using the time-varying M/M/1
queuing system and the results predicted by the proposed scheme. The raw slope represents the
modeled CPU usage and the predicted slope shows the predicted value of the server workload based
on hybrid depth learning. First, (a) shows a steady pattern of usage rates but (b) shows a steeply
decreasing pattern with a steady utilization rate distribution. Figure 12c illustrates a peak followed by
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a rapid decrease and (d) shows the workload pattern of the IoT application proposed by Bell LAB [23].
From the experimental results, we can confirm that the prediction slope is similar to the CPU usage
distribution slope. Therefore, the hybrid deep neural network model can effectively predict the slope
of CPU usage and consequently the workload of the server. Based on these prediction results, the IoT
client VM can efficiently determine the offloading execution.

Figure 11. CPU modeling simulation results for (a) model 1, (b) model 2, (c) model 3, and (d) model 4.

Figure 12. Estimates of server load using hybrid deep neural network for (a) model 1, (b) model 2,
(c) model 3, and (d) model 4.
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5. Conclusions and Further Research

The VM to which the conventional offloading technique is applied must synchronize all
context information for communication between the server and the local server. As the amount
of context information for transmission is large, the resource consumption rate of context information
synchronization is increased in low-performance IoT equipment. In order to solve these problems,
this study classified offloading functions according to the context information required to perform the
offloading function and context information synchronization. We investigated core context information,
the operation stack, and activation record synchronization, which represent the core contextual
information for function execution. First, regarding the required context information, the data size of
the pointer managing the function start frame to be transmitted was reduced. Next, the operation stack
and the activation record employed the common point for managing the resources in the function
frame unit, and only the frame area necessary for function execution was synchronized to reduce the
respective data sizes. The VM using the proposed context information synchronization scheme can
reduce the resource consumption rate of IoT equipment because the amount of data to be transmitted
was reduced compared to the existing VM when context information was synchronized. From the
perspective of the business community selling devices, the advantage of reducing the resources
required by IoT devices is that it allows them to focus on the IoT device’s functions. As a result,
IoT device developers can help to build competitive advantages in uncertain environments through
faster new device development [24].

We also analyzed the static profiling-based context synchronization technique to reduce the
network overhead costs of the context synchronization of existing systems. The proposed scheme
only synchronizes context information that is essential for function execution. When using global
variables inside the offloading function, synchronization is required every time global variable values
are assigned to IoT devices. Also, if a program uses reference variables such as pointers, arrays,
and variable addresses, it must share the referenced memory region between the server and the local
system. In order to solve this problem, we investigated the synchronization technique of context
information in which global variables are managed using analyzed information by evaluating the
use of global variables of functions through the static profiler. For the case where the memory area
referred to in IoT equipment is offloaded, we also proposed a method to maximize the offloading
efficiency by minimizing the overheads of context information synchronization in low-performance
IoT devices. Also, we proposed CPU usage trends, which act as workload indicators, through deep
learning for efficient offloading execution decisions. We then used CPU usage distribution data to
model the workload through deep learning. The modeled CPU usage patterns reflect real-world usage
patterns, despite being simple. These predicted usage trends are indicators of offloading execution
decisions because they represent changes in workload. In the future, we will research memory usage
and energy usage prediction by applying the CPU usage prediction model proposed in this paper and
determining the offloading execution.
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