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Abstract: Wireless sensor networks (WSNs), built from many battery-operated sensor nodes are
distributed in the environment for monitoring and data acquisition. Subsequent to the deployment
of sensor nodes, the most challenging and daunting task is to enhance the energy resources for the
lifetime performance of the entire WSN. In this study, we have attempted an approach based on
the shortest path algorithm and grid clustering to save and renew power in a way that minimizes
energy consumption and prolongs the overall network lifetime of WSNs. Initially, a wireless portable
charging device (WPCD) is assumed which periodically travels on our proposed routing path among
the nodes of the WSN to decrease their charge cycle time and recharge them with the help of wireless
power transfer (WPT). Further, a scheduling scheme is proposed which creates clusters of WSNs.
These clusters elect a cluster head among them based on the residual energy, buffer size, and distance
of the head from each node of the cluster. The cluster head performs all data routing duties for all its
member nodes to conserve the energy supposed to be consumed by member nodes. Furthermore,
we compare our technique with the available literature by simulation, and the results showed a
significant increase in the vacation time of the nodes of WSNs.

Keywords: wireless sensor networks (WSNs); wireless portable charging device (WPCD); energy
consumption; vacation time; wireless power transfer; grid clustering routing protocol; cluster head

1. Introduction

Wireless sensor networks (WSNs) consist of spatially distributed autonomous devices using
sensors to monitor physical or environmental conditions. A WSN system incorporates a gateway
that provides wireless connectivity back to the wired/wireless world and distributed nodes equipped
with radio transceivers, microcontrollers, external memory, and electronic circuits for interfacing
with the sensors, and small-embedded batteries. WSNs also find their applications in military
surveillance [1,2], geo-fencing [3], healthcare monitoring [4,5], environmental monitoring [6–8], and
remote monitoring [9]. Additionally, sensors are the primary key sources of Big Data Analytics—the
process of examining large data sets for customer-focused business decisions and market trends [10,11].
The main limitation of WSNs is their batteries. Due to the finite capacity of batteries, the lifetime
performance of WSNs is a fundamental bottleneck. The nodes consume energy for sensing,
communicating, and data processing. The energy used in data communication is higher than any other
process [12,13].
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It is well established that power maximization approaches such as conservation of energy [14,15],
ambient power or environmental energy harvesting [16–19], incremental deployment and battery
replacement [20,21] exert a profound influence on the enhancement and enrichment of the lifetime
of WSNs. In addition, these techniques evaluate the lifetime increment of the batteries, but on the
contrary they are unable to reduce energy consumption. Harvesting natural energy, such as solar
power [16,18], vibrations [17], and the wind [19] is solely dependent on climatic conditions [22]. Thus,
the source of energy is random and potentially sporadic, such as for solar-powered nodes which are
exclusively dependent on the influx of the sun rays.

The commercialization [23] of wireless charging (power transfer) technology is a promising
option to address the energy limitations in WSNs [24]. Kurs et al. [25,26] introduced the concept of
wireless power transfer (WPT), which transfers power through magnetic fields between two coupled
coils, a phenomenon called coupled resonators, as a function of the geometry, distance, and electrical
properties of the devices used. The wireless power transfer proposed by this research group has high
efficiency and the potential to charge devices from a relatively long distance. The wireless power
transfer method developed by Kurs et al. has numerous advantages such as the WPT transmits energy
via a non-radiative recombination process. The power transmission range can be further improved by
the installation of repeaters between power transmitting and receiving devices.

In contrast to battery substitution and wireless power transfer techniques, the innovation of the
renewable wireless charging approach permits a charger to transfer power to the nodes remotely
without strict management and environmental effects (air, dirt and chemicals) between them [27].
In the last decade, several researchers have conducted research pertaining to wireless charging
frameworks, but herein, we have attempted to develop a technique which caters to the needs of WSNs
i.e., a rechargeable wireless network which remains operational and minimizes energy consumption.
Our research pathways have been delineated as below:

1 In the environment of single-hop data routing, the distance between the nodes and base station
may vary due to their randomly dispersed deployment which causes high-energy consumption.
To overcome this, a weighted clustering algorithm is proposed which divides all nodes, based
on their positions and remaining energy levels, into multiple groups called clusters. A cluster
head is appointed to each cluster so that nodes can conserve energy via direct communication
with their cluster head. Each cluster head has a higher amount of energy which is responsible
for communicating with the base station and other nodes as well. It reduces the consumption of
energy compared with the single-hop routing and Geometric Routing Protocol (GR-Protocol).

Shuo et al. suggested a feasible traveling path for the wireless charging vehicle (WCV) to reduce
the computation time [28]. Upon following that feasible path, the WCV decreases the computation
time with the help of a geometric heuristic technique. GR-Protocol divides the whole network into
small grids. The sizes of all grids remain the same or lower than the maximum defined range.
The GR-Protocol notifies the center location at which the WCV is staying to recharge all member
nodes via a one-to-many wireless power transfer approach. Thus, the GR-Protocol minimizes the
computation time to elongate the lifetime of the WSN.

2 A novel traveling path, based on the shortest path algorithm, for the wireless portable
charging device (WPCD) is devised to cover all the nodes during the charging process. This
optimized path increases the vacation time that is responsible for the overall network lifetime.
The aforementioned proposed techniques are associated with each other to minimize the
transmission energy and maximize the vacation time of the WPCD. The simulation results
show that the proposed method outperforms the existing methods regarding vacation time,
remaining energy, energy consumption and arrival time of the WPCD at every node.

The remaining paper is structured as follows: Section 2 describes the related work.
The preliminary description of the problem and system model is mentioned in Section 3. In Section 4,
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we have proposed the traveling path of the WPCD followed by the weighted grid-clustering algorithm,
which is written in Section 5. The simulation and performance assessment are presented in Section 6.
Section 7 concludes the paper with discussion of a future research direction.

2. Related Work

Energy efficiency is a critical issue for a WSN. To make a WSN effective in hazardous environments
is a big challenge. To date, the bulk of research concerning the lifetime performance of WSN has been
done. Rahimi et al. explored the mobility concept of nodes in search of energy [29]. Mobile nodes can
transfer power to the immobile nodes to elongate the lifetime of the WSN.

Kurs et al. upgraded an innovation for charging numerous devices concurrently by using
appropriate coupled magnetic resonators [26]. Yi Shi et al. considered the issue of scalability for
nodes in rechargeable wireless networks [30]. Shi et al. described the optimization of multi-hop
dynamic data routing and scheduling for the wireless charging vehicle by using the wireless power
transfer technique [31]. Motivated by their research in wireless power transfer, we have explored both
single-hop routing and multi-hop routing in this study by using the proposed weighted grid clustering
algorithm. Additionally, the WPCD travels periodically along the proposed route and charges the
nodes that come along its way. The total distance from the first node to the last node, that the WPCD
navigates in the network is called the traveling cycle, whereas the entire time which the WPCD spends
at a rest station (RS) to recharge its battery for the next cycle is called vacation time.

Fu et al. introduced the concept of energy synchronization charging (ESync) between nodes based
on a set of nested traveling salesman problem (TSP) tours to enhance the charging travel distance
as well as the charging delay of sensor nodes [32]. Li et al. developed an approach, which used
wireless power transfer for electrical vehicles in their work [33]. Chen et al. proposed an energy
efficient GR-Protocol to minimize energy consumption and time complexity through the calculation
of traveling (computation) time for WCV [28]. Of late, they have also developed a framework for
simulating a WSN environment for wireless power transfer using mobile vehicles [34].

Most of the existing work on rechargeable wireless sensor networks investigates the optimized
path for the WPCD using an approach that increases the vacation time. Previous researchers consider
mathematical optimization to optimize an objective function based on the traveling path of the WPCD
and energy model. However, these optimization algorithms are not economically feasible for the
sensor nodes and need experts to implement them. Assuming all these considerations, we proposed a
unique traveling path for the WPCD based on the shortest path to increase its vacation time, which is
relatively economical to compute.

3. The Preliminary Description of the Problem

3.1. Problem Formulation

To formulate this energy issue, N number of nodes equipped with the power-receiving batteries
distributed throughout the two-dimensional area, a rest station (RS), a base station (BS), and a WPCD
are considered. The deployed nodes are considered as static (fixed) nodes. Notations for the entire
network model are defined in Table 1.

The WPCD starts its journey from a RS and travels among all the nodes to transfer power via
WPT. After completing the cycle, it recharges its own battery at the RS. In a practical environment,
the WPCD can be the vehicle driven by a person on the proposed traveling path. If a person is
driving the vehicle, he can also save the WPCD from the hurdles found during its traveling path.
The WiTricity Corporation has numerous light weighted, low power and small products that can be
installed on the WPCD for wireless power transfer [35]. For instance, the WPCD can be equipped with
the WiTricity-3300 which weighs 3.6 kg and is 20 cm × 28 cm × 7 cm in size. In our scenario, energy
and maintenance cost required for the moving of the WPCD is not considered as it is not a bottleneck.
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Table 1. Notations for the entire network model.

Notation Detail Description of the Notations

WPCD wireless portable charging device
RS rest station
BS base station
N number of nodes in the wireless sensor networks
P path of travel for WPCD
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 Ƥ the whole set of traveling path for WPCD 

ACK route formation acknowledgment message 
ρ the coefficient of energy consumption for receiving the data 

Tm the whole set of time instances in considering m phase 
U the full transfer rate of WPCD 
V revolving speed of WPCD 
ai time to approach node i by WPCD in the first charge cycle 

Cij or CiB energy consumption coefficient for sending data from node i to j and base station alternatively 

the whole set of traveling path for WPCD
ACK route formation acknowledgment message

ρ the coefficient of energy consumption for receiving the data
Tm the whole set of time instances in considering m phase
U the full transfer rate of WPCD
V revolving speed of WPCD
ai time to approach node i by WPCD in the first charge cycle

Cij or CiB energy consumption coefficient for sending data from node i to j and base station alternatively
Dij located distance between node i and j
Dp moving distance for the prescribed path P

DTSP shortest traveled distance in a charge cycle
Emax the maximum energy of a node’s battery
Emin the minimum energy of a node’s battery
ei(t) the energy of sensor node at time t

gij(t) or giB(t) the coefficient for flow rate from node i to j base station respectively
Ri the rate of gathering data by monitoring the environment
Ui power transfer rate at node i in the first charge cycle
πi ith node visited by the WPCD
τ complete time spent by the WPCD in a charge cycle
τi time used by the WPCD to charge the battery of node i
τ0 a time when WPCD is not transferring power to any node

τvac vacation time (time for WPCD to be charge itself)
τp time to travel of WPCD for a path P

τTSP minimum moving time of WPCD in the charge cycle

A set of N nodes deployed in a two-dimensional region is displayed in Figure 1.
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Figure 1. A sketch of a sensor network with a wireless portable charging device (WPCD).

All the nodes in the wireless sensor network are assumed to be facilitated with a battery of
maximum energy Emax. The energy of the node decreases with the passage of time and then dies out if
the energy reaches below the Emin. Thus, Emin is the minimum energy required to keep a sensor node
functional. Each node senses data and forwards it to the base station. The flow rate is different with
time because our energy consumption model is handling the rate of flow of data and routing as well.
Further, each node sends data at the rate of Ri (bps), where i is any single node in network N.

Shi et al. described the renewable energy cycle of the WPCD [31]. In the proposed energy cycle,
the WPCD starts its journey from a RS and remains engaged for recharging the battery of all sensor
nodes that come along its way. We assume that the WPCD has adequate energy stored to charge all the
sensor nodes in the network. The WPCD will traverse all the nodes for recharging the power with the
velocity of V (m/s). After leaving from the RS, the WPCD starts to charge the first node i. As mentioned
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above, the traveling path of the WPCD, is decided by the shortest path algorithm. The rate at which
power is transferred via WPT, from the WPCD to the node’s battery is denoted as U. The WPCD
spends τi time to recharge the first node i and then moves to the nearest node j. The communication
radius of the WPCD is denoted as Rc. Using Rc, the WPCD calculates the distance of the node from its
location and selects the closest node for charging. Once the first node is charged, WPCD recalculates
the distance for the next closest node and this cycle will continue until the completion of recharging all
the nodes. After completing the full round of the network, the WPCD returned to the rest station to
recharge its battery.

3.2. System Model

To handle the data flow rate and energy consumption for each node of the renewable wireless
sensor network, the following energy model has been used. This model represents a routing scheme
with the following flow balance constraints:

k 6=i

∑
k∈N

gki(t) + Ri =
j 6=i

∑
j∈N

gij(t) + giB (t) (i ∈ N, t ≥ 0) (1)

Here gij and giB(t) are the data flow rate from sensor node i to j and base station. And, gki(t) is the
rate of gathering data in a time t. Equation (1) implies the rate of generating data at node i plus the
rate of receiving data from any other node k is equal to the rate of sending data from node i to j and
the base station. Here, the energy consumption of a node during a renewable cycle must meet two
significant requirements:

1. The energy of each node remains equal both at the beginning and at the end of one renewable
cycle during the time of τ.

2. To make a node operational, the energy of the node is never less than the Emin.

We handle the above issues by the following energy consumption constraints:

pi(t) = ρ
k 6=i

∑
k∈N

gki(t) +
j 6=i

∑
j∈N

Cijgij(t) + CiBgiB(t) (i ∈ N, t ≥ 0) (2)

There is some energy consumption for data sending and data gathering. Equation (2) is responsible
for energy consumption in the network, as pi(t) is the rate of energy consumption for node i over a
time t, whereas ρ is denoted as the energy consumption coefficient for receiving data measured by

the rate of generating data (Ri). Accordingly, in this energy model,
k 6=i
∑

k∈N
gki(t) represents the energy

consumption rate for gathering data.
j 6=i
∑

j∈N
Cijgij(t) + CiBgiB(t), is the rate of energy consumption for

sending data from the sensor nodes.
As Emin is a threshold value, the proposed model assumes that the energy of each node is not less

than this threshold value. A charge cycle is divided into three main parts:

1. The WPCD starts its journey from a RS and arrives at node i on the prescribed path using the
shortest path algorithm.

2. During time τi, the WPCD charges the battery of node i remotely via wireless power
transfer technology.

3. Then, the WPCD revolves towards the next node to supply power. Finally, it takes a vacation at
the RS until the start of the next cycle. Vacation time denoted as τvac, helps the WPCD to energize
its battery for the next charge cycle whereas τ is the complete time required for one charge cycle.

To cope with the performance limitations on a network; the layout is transferring the power to
each node intermittently so that its energy never falls below Emin. To increase τvac for the WPCD at the
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RS, we need to maximize the objective function (i.e., τvac
τ ) as presented in [36]. As per this objective

function, we can either maximize the value of the numerator (i.e., τvac) as a vacation time or minimize
the value of the denominator (i.e., τ) as overall traveling time.

4. Proposed Travelling Path for the WPCD

Kumar et al. presented an energy efficient algorithm, which minimizes the consumption of energy
based on the value of bit error probability [37]. By using the shortest path algorithm, we proposed a
route for the WPCD to travel inside the network.

First, a message broadcasts through the WPCD to get the location information about all nodes.
Second, the WPCD figures out the shortest distance between the nodes based on the location
information received. Third, it selects the nearest node first to recharge its battery. Fourth, it moves
to the next closest node to recharge its battery and this cycle goes on until each node gets fully
recharged. Finally, the WPCD returns to the RS, where it gets itself recharged before initiating the next
recharge cycle.

To understand this algorithm, we assume three nodes with their prescribed location on U(y1,
z1), V(y2, z2), and W(y3, z3). The WPCD starts to find the distance of all nodes from its origin (0, 0).
The distances of the nodes U, V, and W are denoted by d1, d2, and d3 respectively.

d1 =
√

y1
2 + z1

2 (3)

d2 =
√

y2
2 + z22 (4)

d3 =
√

y3
2 + z32 (5)

The WPCD calculates the distances d1, d2, and d3 using the above formulas and if it finds d1 to be
the shortest distance for node U from its origin, it moves towards node U for recharging its battery to
its fullest. Once the WPCD recharges the battery of node U, then it removes d1 from its routing table.
The same comparison goes for nodes V and W, if it finds d3 smaller than d2, the WPCD will travel
to the W node and recharge it to its fullest. After recharging the battery of node W, d3 will also be
removed from the routing table. Later, the distance d3 of the node V will also be removed from the
routing table after charging its battery by the WPCD. The cycle goes on until all, in this case, d1, d2

and d3 get removed from the routing table using the following comparison formulas.

d21 =
√
(y2 − y1)

2 + (z2 − z1)
2 (6)

d31 =

√(
y3 − y1

)2
+ (z3 − z1)

2 (7)

With the help of following general equations, comparative calculation of the remaining distance
continues among the nodes until every node gets reached for recharging.

di...N =
√

yi...N
2 + zi...N

2 (8)

di...j =

√(
yj − yi

)2
+
(
zj − zi

)2 (9)

dk...N =

√(
yN − yk

)2
+ (zN − zk)

2 (10)

The symbols of y and z are the coordinates of the nodes, where i, j and k are member nodes from
the total number of nodes N which can be expressed by the following set:

Total number of the nodes in the entire network model = {i, j, k.......N}.
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5. Weighted Grid Clustering Algorithm

5.1. Weighted Grid Clustering

For energy conservation, we propose a technique which consists of four models namely grid
clustering, building the Hop tree, selection of a dynamic cluster head, and multi-hop routing and Hop
tree update [38].

The process starts with the division of even-sized grids in the WSN. Once the grid structure is
built, a node called sink broadcasts the Hop configuration message. This message helps in selecting a
dynamic cluster head (CH) among all the other member nodes by their remaining battery capacity.
Subsequently, the corresponding cluster head in the grid collects the data from all its member nodes
and forwards it to the base station. The overall routing process is shown in Figure 2.
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The grid-based clustering technique directly depends on the formation of a CH, which plays the
role of a gateway between nodes and the base station. The sensor nodes send their data to the CH and
then the CH manages all the functions of delivering data. Moreover, the CH acts as a bridge between
the nodes for information exchange. The CH can send the data to the concerned node and base station
instantaneously, or it uses any other CH as a medium if needed. In conclusion, two main observations
for saving more energy are noticed, as follows:

1. A CH saves energy and space by creating only one routing table for all nodes rather than making
an individual routing table for each node as in single-hop routing.

2. A CH schedules the activities for all nodes in its specified region. These activities are maintained
by broadcasting a message to all the member nodes. This message contains different schedules in
which nodes can perform their operations (sending/receiving) with the CH and other nodes as
well. After that, nodes can turn on their sleep mode.

After completing the clustering structure, all the nodes are free to transmit data locally with the
help of the CH. Then, the CH forwards data to the base station via neighbor grids. The proposed
scenario describes that grid-based routing provides the multi-hop routing between CHs and it also
prevents the long range data transmission.

5.2. Construction of the Hop Tree

The area of the grid is assumed to be a square with length of size, s. A division of the square-based
grid helps easy coordination among the nodes. Each node in a specific grid calculates its grid
coordinates (X, Y) according to the node’s location (x, y) with the help of the following equation:

X =
x
s

, Y =
y
s

(11)
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The location of the node (x, y) is found using a GPS. Four technical roles for different nodes have
been assigned during the whole procedure of cluster routing [39]. These are as follows:

Sink: A node which is responsible for accumulating data from the following defined coordinator and
collaborator nodes.
Relay: These nodes receive data from the coordinator and forward it to the sink.
Collaborator: If there is some data from any node, then these nodes are responsible for sending this
data towards the coordinator.
Coordinator: This node accumulates all the data from the collaborator and sends the result towards
the sink. These roles of the sensor nodes are shown in Figure 3.
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The pseudo code of this process is given in Algorithm 1.

Algorithm 1. Building of the Hop Tree

1. At this stage, sink node broadcasts Hop Configuration Message with initial HopToTree value = 1
2. HopToTree = 1

// u is the member node from the set S

// S is the set of node that receives the HCM

// HCM is the broadcast message to all the member nodes of the network
3. u Є S,
4. For each, u Є N do
5. HopToTree(u) > HopToTree(HCM)&&FirstSending(u)← true

then,
6. NextHop(u)← NID(HCM)

// NID is the part of HCM which contains the identification number of the next node
7. HopToTree(u)← HopToTree(HCM) + 1;
8. NID(HCM)← ID(u)
9. HopToTree(HCM)← HopToTree(u);
10. FirstSending← false
11. else
12. Delete HCM
13. End

Construction of the Hop tree phase calculates the distance between the nodes and the sink. This
distance is calculated by the number of hops between them. The sink node initiates this stage with a
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Hop Configuration Message (HCM) to all the member nodes of the entire renewable sensor network.
This HCM is comprised of two fields, namely the Node Identifier (NID) and HopToTree (HTT). NID
carries the identification of the next node, whereas HTT stores the distance from nodes to sink in
several hops. At the start of the tree construction, the HTT value for the sink node is stored as 1
whereas the HTT values for remaining nodes are stored as infinity. After receiving the HCM message,
each node compares if the value of HTT in the HCM message is less than the value of the HTT which
is already stored as 1. At the same time, if the first sending of any member node u is also true then
the condition of our algorithm proves true. Then each member node updates the storedvalue of the
NextHop variable with the value of the HCM (HTT and NID). On the contrary, the value of the HCM
message will also be updated regarding the NextHop variable, HTT and NID as described on line 6–9
of Algorithm 1. Inversely, if the condition is false, the node deletes the received HCM and HTT. The
stored values of HCM and HTT remain the same. This procedure repeatedly occurs to configure the
complete network.

5.3. Selection of Cluster Heads

After the construction of the Hop Tree, the next stage is the selection of cluster heads, which is
described in Algorithm 2.

Algorithm 2. Selection of a Cluster Head among Clusters

1. Initialization with the input S

// S is the number nodes from set S that exposed event
2. For u Є S do
3. W(u)← Eru × γ + Du × β + Bu × α

// Each node calculates the weight
4. End
5. For u Є S do

// After measuring weight by each node, it broadcasts the calculated weight to its one hop neighbors
6. If W(u) < received W(u)
7. Role (u)← Cluster Head
8. End
9. End

The higher energy nodes in the network are the best candidates for CH selection. The algorithm
starts selecting the CH when an event occurs, i.e., two nodes want to communicate with each other
or with the base station. This phase depends on the weights of the nodes. Each node calculates its
weight with its remaining energy (residual energy), the distance between the node to the sink and its
buffer size.

The node distance may vary from the sink, so the node which is closest to the sink node will be
more eligible. If there is a tie between two nodes having the same distance, then the node with the
smallest NID wins the race. The other option is energy calculation among all the sensor nodes, these
nodes, which frequently participate in the communication, are exhausted rapidly due to more usage
of their energy than other nodes that contain less data and hence use a lesser amount of energy. For
effective CH selection, each node must know its remaining energy, since election takes place based on
the highest remaining energy among the sensor nodes. After that, the buffer size of that node will be
calculated to accumulate the weight (Wu). Finally, a single node with maximum weight is selected as a
cluster head, which is then broadcast to the entire network member nodes. Every member node of the
grid remembers its CH and all the event detection reports are sent directly to the CH.
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During the CH selection, we assume S number of nodes within one cluster, where u is a single
node in S.

Wu = Eru × γ + Du × β + Bu × α (12)

where Eru denotes the residual energy of that node u, Du denotes the distance between the member
node u and the sink node. The remaining buffer size of the node u is designated by the Bu; and α, β, γ
are weights. These weights (α, β, γ) are assigned to Eru, Du and Bu respectively as expressed in the
Equation (12). The following criteria for assigning the weights are considered:

γ > β > α and α + β + γ = 1 (13)

The value of γ cannot be greater than 0.45 as the maximum energy (Emax) of each node is 10,800 J.
The sum of these weights is calculated with 1 as a probability factor for most appropriate selection

of the CH.
This criterion is defined after the empirical evaluation of each node’s status. During the calculation

process of Wu, the most important factor is residual energy which is directly dependent on the initial
Emax of a particular node. Thus, the highest value of weight γ is assigned to the residual energy which
is measured in Joule. The value β is assigned as the second significant weight to the buffer size of the
node which can be calculated in KB. Lastly, the smallest value of weight α is assigned to the distance.
The distance Du is measured regarding the number of hops (e.g., node u has seven hops to the sink
node). We have calculated the most suitable constant values of α = 0.2, β = 0.35 and γ = 0.45 after the
analysis of different nodes during different simulations which is depicted in Figure 4.
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With the help of the Equations (12) and (13), a weighted sum of the nodes is calculated, and the
cluster head is selected. Now, each CH is responsible for collecting information from the member
nodes and forwarding aggregated data towards the sink node.

5.4. Multi-Hop Routing

The cluster head is now responsible for route formation and routing the data towards the sink
node. The routing of data is divided into two main types:

1. Inter cluster data routing
2. Intra cluster data routing
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For route selection and data transfer, the node, which is considered as a coordinator, forwards the
route selection ACK message to the NextHop. After receiving the message, NextHop replies to the
coordinator and thus the hop tree updating process starts. These steps go on repeating until the sink
node is found or a node is reached which is already located on the route. Once a route is established,
multi-hop data routing also starts. The main goal of this phase is to update the HopToTree value of all
the nodes so that each node obtains the new next-hop ID for further routing. Finally, the new relay
node initiates the hop tree updates after implementing the Hop Tree Algorithm.

When a member node of a CH has some data to send, CH will wait for the data from any other
member node. CH will collect the data from its entire descendants and forwards the aggregated data
to the NextHop node. Using this routing technique, energy consumption is highly reduced. The whole
process is explained in Algorithm 3.

Algorithm 3. Multi-hop routing and Hop Tree update

1. The leader node (Cluster Head) v, broadcasts the route selection Acknowledgment Message (ACK) to all
the neighboring nodes

2. NextHop← NID
3. End
4. Repeat
5. If u = NextHop then,

// u is the member node which receives the ACK message from its cluster head v
6. HopToTree(u)← 0

// Node u is part of newly built route
7. Role(u)← Relay
8. Node u is broadcasting ACK message to its neighboring nodes
9. Run line 1 to line 4
10. HopToTree = 1
11. A node that receives the HCM message sent by node u runs algorithm 1 from line 3 to 13.
12. End
13. Until

// Finds the sink node

6. Simulation and Performance Assessment

6.1. Simulation Environment

Simulation results of the proposed solution are illustrated in this section by both tabular and
graphical representations. We evaluated our proposed method with the single-hop routing and
GR-Protocol algorithm regarding vacation time, remaining energy and energy consumption for each
node. The default parameters used in the simulation are written below in Table 2.

The computation and simulation were carried out in MATLAB [40]. The hardware requirements
include an Intel Core i5 and minimum 4 GB of RAM. In all instances, the time of the WSN was measured
in seconds. Sensor nodes are deployed in a 1000 × 1000-m square area by using omni-directional
antenna parameters.

For each node, we picked a regular NiMH battery equipped with a charge receiving coil. The
maximum and minimum energy for each node are considered on the specifications of NiMH batteries
where the nominal cell voltage is 1.2 V and the electricity quantity is 2.5 Ah [41]. Accordingly, we have
the values of Emax and Emin as follows:

1. Emax = 1.2 × 2.5 × 3600 seconds = 10,800 J = 10.8 kj
2. Emin = 0.05 × Emax = 540 J = 0.54 kj
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Simulation is initialized with the maximum amount of energy charge at each node. If the energy
level of any node reaches below the Emin (540 J), the node does not remain operational. The simulation
model is like the numerical analysis that uses different numerical approximations. First, the proposed
shortest traveling path for the WPCD is implemented for the maximization of the objective function
(i.e., τvac

τ ). The parameters (i.e., τvac, τ) are calculated from numerical computations. Subsequently, as in
the module on model design, the provable-optimal solution is developed for routing protocol based on
the proposed weighted grid clustering, arrival time of the WPCD, charging time of the single node and
total charge cycle time of the entire network. An energy consumption model is handling the energy
consumed by the WSN in single-hop and dynamic (grid clustering) routing. Comparing numerical
results shows the overall behavior of the network linked with the renewable charge cycle. Finally, to
show the uniformity of the results, mean and variance are calculated by repeating the experiment in
different situations which are as follows:

1. Different types of routing scenario (single-hop and grid clustering)
2. Diverse values of weighted parameters (α, β and γ are shown in Figure 4)
3. Different locations of deployed nodes (11 different cases to compute the mean and variance)
4. Considering the special situations of nodes (busy nodes, CH nodes and idle nodes)

Generally, the WPCD traverses the randomly deployed node on the physical path, P. Deployment
of nodes is shown in Figures 5–7 during different simulation environments. In Figure 5, the red dot
is the WPCD, moving in the WSN to charge the battery of each node, whereas the triangle symbol is
the BS. Figure 6 presents the clustering scope as red lines in one simulation case. Figure 7 displays
the square-sized grid division in another case. Figure 7 also shows the CH as a black colored node
in the designated grid. After completing the deployment, simulation ran for one hour to get the
desired results. Observing the graphical results, it was concluded that the energy consumption in
grid clustering routing is less for data transmission as compared with typical single-hop routing
and GR-Protocol.

Table 2. Simulation parameters.

Parameters Assumed Values

Number of nodes 50
Length 1000 m
Width 1000 m
Emax 10,800 J
Emin 540 J

P 5 × 10−8 J/b
Location of BS [500, 500] m

Location of WPCD [0,0]
Speed of WPCD 5 m/s

U 5 W
Antenna Omni-directional
Path Loss Log Normal Shadowing
Routing Grid-based clustering, Single-hop, GR-Protocol

Simulation run time Almost 1 h
Communication radius 100 m

Voltage of battery (NiMH) 1.2 V
Electricity quantity of battery (NiMH) 2.5 Ah
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6.2. Results

The simulation results of the first 20 nodes at the same coordinate location are presented in
Table 3. The first column of the table shows the particular node approached by the WPCD. Node
locations for single-hop routing and multi-hop routing are mentioned in the second and the fifth
column respectively. Simulation results are evaluated with the help of column 3, 4, 6, and 7. When
the WPCD approaches any node, the remaining energy (minimal energy) of that node increases due
to the implementation of proposed grid clustering routing, which is demonstrated in column 5. The
significant increase in minimal energy of the nodes can be compared in column 4 and column 7.

Table 3. Each node performance.

Node

Node
Location (m)

(x, y)

Arriving
Time of

WPCD (s)

Node’s
Minimal
Energy
ei(ai) kj

Node
Location (m)

(x, y)

Arriving
Time of

WPCD (s)

Node’s
Minimal
Energy
ei(ai) kj

Single-hop
Routing

Single-hop
Routing

Single-hop
Routing

Grid
Clustering

Routing

Grid
Clustering

Routing

Grid
Clustering

Routing

1 (816.9, 901.8) 1757.1 10.6 (816.9, 901.8) 1498.9 10.8
2 (189.5, 419.5) 1821.9 10.5 (189.5, 419.5) 1515.4 10.8
3 (123.7, 358.1) 1849.2 10.7 (123.7, 358.1) 1547.1 10.8
4 (821.0, 489.0) 1873.9 10.7 (821.0, 489.0) 1576.1 10.8
5 (637.9, 256.0) 1894.8 10.6 (637.9, 256.0) 1605.5 10.8
6 (16.1, 929.2) 1908.7 10.7 (16.1, 929.2) 1635.7 10.8
7 (896.0, 466.7) 1951.8 10.7 (896.0, 466.7) 1650.4 10.8
8 (515.3, 254.0) 1969.8 10.7 (515.3, 254.0) 1662.1 10.8
9 (544.5, 431.2) 1995.9 10.7 (544.5, 431.2) 1674.4 10.8

10 (606.4, 702.5) 2014.4 10.7 (606.4, 702.5) 1698.2 10.8
11 (760.4, 402.3) 2056.3 10.7 (760.4, 402.3) 1747.4 10.8
12 (855.3, 181.8) 2098.6 10.4 (855.3, 181.8) 1789.6 10.8
13 (382.9, 856.2) 2134.0 10.4 (382.9, 856.2) 1799.6 10.8
14 (84.6, 584.2) 2146.2 10.7 (84.6, 584.2) 1803.3 10.8
15 (733.9, 373.5) 2159.6 10.7 (733.9, 373.5) 1809.5 10.8
16 (733.9, 373.6) 2175.5 10.7 (733.9, 373.6) 1838.0 10.8
17 (839.7, 219.0) 2229.5 10.5 (839.7, 219.0) 1874.3 10.8
18 (371.7, 522.2) 2250.5 10.7 (371.7, 522.2) 1897.5 10.7
19 (828.2, 433.4) 2275.9 10.7 (828.2, 433.4) 1919.7 10.8
20 (176.5, 741.3) 2303.5 10.7 (176.5, 741.3) 1939.6 10.8

Additionally, the data sending rate in the renewable WSN can be viewed in Figure 8.
Single-hop routing requires a long time to initiate the node’s battery recharge via WPT as

compared with the weighted grid clustering routing. The proposed solution gives shortened arrival
time (the time to initiate the node’s battery recharge) for the WPCD at each node in the recharge cycle.
The metric for the arrival time of the WPCD is ai(t) as shown in Figure 9, which needs to be decreased.
So, the graph represents the single-hop routing with a blue circle line which has higher arrival times
than the proposed weighted grid clustering routing, shown as a red star line.

When the WPCD arrives at a node, there are two more factors involved, one is the time required to
recharge the node, and the other is the minimal energy of each node in the WSN. Figure 10 is plotted to
expose the mean and variance distribution of time needed to charge a node with the help of weighted
grid-based routing and single-hop routing, as well. The mean and variance of the obtained simulated
data has been calculated several times to check the reproducibility of the simulation. The rechargeable
wireless network sustainability depends on the overall lifetime of small sensor nodes, which depends
on the energy capacity of the node’s battery [42,43]. The high minimal energy of the node from
applying the grid-based routing is shown in Figure 11. It is observed that the mean and variance
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distribution of the minimal energy of each node is also higher than the single-hop routing. The mean
and variance distribution presented consistent results for the time to recharge the node and for minimal
energy which is shown in Figures 10 and 11, respectively.
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6.3. Comparative Graphs

This section mainly refers to the comparison of the proposed method with single-hop routing and
the existing GR-Protocol. Figure 12 shows the maximum vacation time. It is observed that our proposed
mechanism displays almost 50% higher vacation time than that of single-hop routing. GR-Protocol
divides the entire topology into several grids in a way that sensor nodes in the same grid are all
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serviced by the WPCD at the same time. So, this technique requires more time to recharge the sensor
nodes for its one-to-many wireless recharging method. In our proposed method, the WPCD follows
the shortest path algorithm to traverse the sensor nodes and at the same time, our energy conserving
technique helps to keep enough energy for each sensor node. Thus, our solution outperforms the
GR-Protocol. Energy management for a WSN is a basic issue that needs to be standardized. In our
WSN, each node has some tasks (data transmission) to perform by utilizing its energy, while our
objective is to perform those tasks with a minimum amount of energy.
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In the proposed approach, the clustering technique minimizes the transmission (data
sending/receiving) energy of the sensor nodes. In single-hop routing, all the sensor nodes send
the data to the base station directly with high transmission energy which gives the worst performance.
GR-Protocol optimizes the traveling path of the WPCD only and does not consider the overall protocol
for data routing in the WSN. Figure 13 shows that the proposed protocol outperforms both methods
regarding energy consumption.
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Figure 13. Energy consumption of 50 deployed nodes.

Once the WPCD completes its first cycle and returned to self-maintenance at the rest station, the
next cycle needs to occur to make the WSN functional again. For this cycle, the remaining battery of
each node plays a pivotal role. Suppose node 5 has a fifty percent charge remaining, then the WPCD
spends less time to fully charge its battery. So, the proposed method manages the high remaining
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energy at each node. For the remaining energy, single-hop routing performs poorly. GR-Protocol
shows moderate performance as its energy consumption level is better than single-hop and worse than
our proposed method. This is shown in Figure 14.
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Figure 14. Remaining energy after first charge cycle.

Table 4 represents the overall time consumed, total distance and shortest traveling time by the
WPCD in the renewable wireless network.

Table 4. Entire simulation results for a wireless rechargeable network.

Single-Hop Routing Grid Clustering Routing

Total Distance covered by WPCD 6502.826120 (m) 6761.404616 (m)
Traveling Time for WPCD by Physical Path P 1300.565224 (s) 1352.280923 (s)

Overall Time consumed in the renewable charge cycle 1666.658984 (s) 1393.098968 (s)

7. Conclusions and Future Work

This research finds that the loss of network persistence is the main drawback for WSNs, which can
be improved with the use of renewable charge cycles and an efficient routing scheme. The suggested
methodology results in maximizing the vacation time over the charge cycle time and optimizing the
path for the WPCD with the help of a shortest path algorithm. The important properties of WSN are
addressed, i.e., minimizing the recharge time, energy consumption, and maximizing the remaining
energy of the node. The numerical and simulation results show that grid-based clustering is the much
better energy conservation technique for extending the life of the WSN. The research model posits the
best possible renewable cycle and grid clustering strategies and decides a better WSN layout for the
efficiency of energy.

Probing deeper, the simulated results raise some points to be addressed in future work. One main
point is the scalability, i.e., a wide area of the network should be taken for deployment of the WSN by
reducing its phases. Another intention is to develop more economically feasible and energy saving
strategies in the renewable charge cycle of a WSN. This strategy enables the WPCD to gather data from
each node while charging the battery of that node concurrently. Further exploration is still required to
investigate the issues mentioned above in the present work.
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