Dynamic Load Balancing Strategy for Cloud Computing with Ant Colony Optimization
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Abstract: How to distribute and coordinate tasks in cloud computing is a challenging issue, in order to get optimal resource utilization and avoid overload. In this paper, we present a novel approach on load balancing via ant colony optimization (ACO), for balancing the workload in a cloud computing platform dynamically. Two strategies, forward-backward ant mechanism and max-min rules, are introduced to quickly find out the candidate nodes for load balancing. We formulate pheromone initialization and pheromone update according to physical resources under the cloud computing environment, including pheromone evaporation, incentive, and punishment rules, etc. Combined with task execution prediction, we define the moving probability of ants in two ways, that is, whether the forward ant meets the backward ant, or not, in the neighbor node, with the aim of accelerating searching processes. Simulations illustrate that the proposed strategy can not only provide dynamic load balancing for cloud computing with less searching time, but can also get high network performance under medium and heavily loaded contexts.
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1. Introduction

Cloud computing is increasingly being adopted by large businesses, as well as small and medium-sized businesses, for “on-demand” and “utility computing”, which holds huge promise for the future of service computing [1]. Virtualization is a key enabling technology for cloud computing environments, which makes it possible to run multiple operating systems and multiple applications on the same hardware at the same time, so as to provide services by a virtual unit [2]. Through virtualization technology, not only can overall hardware utilization improve and lower costs for disaster recovery, but it can also achieve automatic monitoring for all hosts. However, it is very difficult to assign a large number of tasks to dynamic resources for distributed computing. There are a variety of factors that may lead to some nodes in the overload state while others remain in the underload state, such as uneven allocation of resources, user needs changing over time, newly joining nodes, and a high likelihood of failure in the overload nodes, etc. [3–5].

Load balancing is the most effective way to solve the above problem in a cloud computing infrastructure, which ensures that services are delivered transparently regardless of the physical implementation and location within the “cloud”. In recent decades, great progress has been achieved for load balancing, and one of the most promising branches is swarm intelligence algorithms, such as ant colony optimization [6–8], artificial bee colony [9,10], particle swarm optimization [11,12], etc. Ant colony optimization, proposed by Marco Dorigo in 1992 [13], is a class of stochastic optimization algorithms based on the actions of an ant colony. By analyzing the previous work of ACO, we found that the ant colony optimization is suitable for load balancing applications in cloud computing because [14–16]: (1) the ant colony is able to crawl among different nodes to search for the optimal solution in cloud computing infrastructure; (2) the ACO is a kind of parallel mechanism that can be applied in distributed computing with high performance; and (3) it is a self-organizing algorithm based on the local information to make judgments and actions, that is, the system does not require a global control center.

The motivation of this paper is to establish a load balancing mechanism which utilizes ACO to balance the tasks among nodes in cloud computing. The targets, including overload or underload nodes, will be quickly identified to operate load balancing by two types of ants with their communications by pheromones. The rest of the paper is structured as follows. Section 2 outlines the related work for load balancing algorithms. The dynamic load balancing strategy is presented for cloud computing in Section 3. Section 4 describes the details of the proposed strategy using the improved ACO. Simulation and results analysis are carried out in Section 5. At the end, a brief summary is given along with the future work.

2. Related Work

Load balancing plays an essential role in providing quality of service (QoS) guarantees in cloud computing, and it has been generating substantial interest in the research community. There are a great deal of approaches that have coped with the load balancing problem in cloud computing. We discuss the previous related work of load balancing by dividing them into two classes according to the underlying algorithm.

The first class consists of diverse conventional approaches without utilizing any kind of swarm intelligence algorithms.
Many load balancing approaches were proposed in recent years and each focused on different aspects of algorithms and policies, e.g., leveraging a central load balancing policy for virtual machines [17], the scheduling strategy on load balancing of virtual machine (VM) resources based on genetic algorithms [18], a mapping policy based on multi-resource load balancing for virtual machines [19], adaptive distributed algorithm for virtual machines [20], weighted least-connection strategy [21], and two-phase scheduling algorithms [22]. Additionally, several methods of load balancing were presented for different cloud applications, for example, a service-based model for large scale storage [23], data center management architecture [24], and a heterogeneous cloud [25]. Although these contributions have made great progress in load balancing under cloud computing, it has a high degree of centralization and is not easy to extend. Furthermore, these presented approaches did not fully reflect the characteristics of resource nodes and are more suitable to the static situation of cloud computing.

The second class contains approaches using swarm intelligence algorithms, such as ant colony optimization [6–8], artificial bee colony [9,10], and particle swarm optimization [11,12], which is better for the dynamic situation of cloud computing.

With self-organized behavior, these social insects can be imitated as such, or with necessary modifications, to solve analogous problems in cloud computing. In [6], Nishant, K. et al. proposed an algorithm for load distribution of a workload with a modified approach of ACO from the perspective of cloud or grid network systems. In this approach, the ants only updated a single result set continuously in the process, rather than updating their own result set. In [7], a load balancing mechanism was proposed based on ant colony and complex network theory in an open cloud computing federation. This is the first time that ACO and complex networks were introduced together into load balancing in cloud computing and obtained good performance. In [8], Mishra, R. et al. gave a solution to load balancing in the cloud by ACO, to maximize or minimize different performance parameters, such as CPU load and memory capacity. However, few factors were considered as pheromones to find target nodes when using ACO in the above three approaches.

In [9,10], Sesum-Cavic, V. et al. presented a novel approach for load balancing based on artificial bee colony. A generic architecture, named SILBA (self-initiative load balancing agents), was defined to support the exchange of different algorithms through plugging techniques. Six algorithms were applied in this architecture and the results demonstrated promising benefits in the Amazon EC2 cloud. Although SILBA is a good pattern, it did not take into account the lower demands for node servers in cloud computing environments and the dynamic user needs.

Particle swarm optimization (PSO) was also adopted for load balancing in cloud computing, such as [11,12]. In [11], it proposed a new task scheduling model to avoid the serious load imbalance problem, with improvement of the standard PSO by introducing a simple mutation mechanism and a self-adapting inertia weight method. To solve the optimization problem of discrete space in cloud computing, Feng, X. et al. constructed an appropriate resource-task model based on a discrete particle swarm optimization algorithm [12]. The experiment results showed that the discussed PSO methods can enhance the utilization in load balancing of resources, but they may take a large amount of time with a huge number of tasks.

Other applications and research on load balancing with swarm intelligence algorithms can be found in [26–33]. Since these algorithms were originally designed for distributed load balancing rather than cloud computing, much work needs to be done if we want to apply these algorithms into cloud computing.
In this paper, we focus on how to utilize ACO to establish a model of dynamic load balancing for cloud computing, while fully considering the characteristics of cloud computing itself. Moreover, we emphasize on well-defined strategies of pheromone update, in order to not only avoid falling into a local optimum, but also improve the convergence speed and accuracy.

3. Dynamic Load Balancing Strategy in Cloud Computing

Master-slave architecture is a mature architecture with a single master server or job tracker and several slave servers, which has been widely used in cloud computing like Google’s MapReduce and Hadoop. Figure 1 shows the typical scenario of network topology of virtual resources in cloud computing, which is based on the master-slave architecture and the cloud platform discussed in this paper.

In master-slave architecture, a job is firstly submitted to a master node by the user. Then the job is divided into several executable tasks in the master node and the generated tasks are distributed to different slave nodes. After that, the tasks are executed in the slave nodes separately with the guidance of the master node, and the results are returned to the master node. Finally, the distributed results are combined together in the master node and sent to the requesting user. Furthermore, the master node is responsible for monitoring the whole steps and re-executing the failed tasks.

During this process, the uneven distribution of tasks may cause that some slave nodes are in light load conditions while others are in heavy load conditions. In this case, load balancing operation ought to be carried out dynamically for the cloud platform in order to keep the platform stable and operating efficiently. By analyzing the cloud computing platform, there are several characteristics in common with ACO, such as cloud nodes being analogous to food locations, data repositories to nests, and load allocation to foraging activity.

In our approach, the main procedure of load balancing with ACO consists of two steps before load balancing execution as below.
(1) Ant generation. Check the cloud platform periodically, and generate ants if and only if there are existing overload nodes or underload nodes; and

(2) To find target nodes. According to searching rules, the ant is looking for the target nodes which meet the conditions of load balancing in its surrounding area. The target node is also called the candidate node for load balancing.

For fast convergence, we employ two diverse ants in search of the slave nodes. At the same time, we leverage max-min rules to trigger ant generation, so as to improve the efficiency of the algorithm.

3.1. Forward-Backward ant Mechanism

The ants are divided into two categories: forward ant and backward ant, which is the same mechanism described in [34] but with distinct definition. The forward ant is responsible to find the candidate nodes for load balancing in cloud computing platform and it starts the searching activity from its generated node. The candidate nodes include overload nodes and underload nodes. The backward ant is in charge of updating information pheromones for the path as that of its corresponding forward ant, but in the opposite direction. The backward ant is generated at each time when the forward ant identifies a candidate node.

As described in [34], the forward ant calculates the moving probability for each neighbor before it moves and then chooses the largest one as its next destination. To accelerate convergence, we add a special strategy to our model when the forward ant meets the backward ant in the same node, that is, the moving probability is computed by considering both the information pheromone of the node itself and the information pheromone from all backward ants in this node.

To simulate the meeting process, we make use of a timer to record the life cycle of a backward ant after it is produced. Some storage units are set for each node and they are used to save the information pheromone carried by backward ants, with one unit for one backward ant. Two types of ants are regarded as meeting each other only when the forward ant arriving at one node before the timer of one backward ant running out in this node. The information pheromone carried by a backward ant will be cleared when the timer reaching zero. When there is more than one backward ant in one node, all the influences by these backward ants should be considered when computing the moving probability of forward ant in this node.

The details about meeting handling and moving probability will be discussed in Section 4.

3.2. Max-Min Rules

We define two distinct rules, named max-min rules, to trigger the forward ant generation, with the purpose of reducing the time for searching candidate nodes as below.

Rule 1: Maximum value trigger rule. A forward ant is generated from a slave node when the load in this node is greater than a certain threshold. It indicates that the node has been running close to or beyond its maximum load, which needs to distribute the tasks to idle nodes so as to achieve optimal resource utilization.

Rule 2: Minimum value trigger rule. A forward ant is generated from a slave node when the load in this node is smaller than a certain threshold. It denotes that the node is running in the light load state, which can accept a range of new tasks, in order to share its resource to the overload nodes.
3.3. Process of Load Balancing

Based on the above strategies, the core steps of load balancing are described as follows.

(1) Compute moving probability for all of its neighbors and select the biggest one as its next destination;
(2) Move to a new node and judge whether it is a candidate node. If yes, generate a backward ant and initialize this backward ant. For forward ant, go to step 1;
(3) The backward ant goes back to the starting point of its forward ant, along the path of its forward ant with the opposite direction. Update the information pheromone of each node the backward ant passes by, and delete the backward ant when reaching the starting point;
(4) Calculate the sum resources of the candidate nodes, and stop the process if they are able to meet the demand of load balancing and
(5) Perform the load balancing operation.

These steps are the same for max-min rules except the way to calculate the moving probability. The details will be discussed in Section 4.

4. Dynamic Load Balancing Modeling with ACO

With respect to the strategy presented above, we further analyze the details of the moving probability with ant colony optimization in this section. To explore both load allocation efficiency and network performance, two critical issues must be addressed. First, pheromone initialization should be reasonable in the cloud computing environment, to satisfy the desired QoS. Second, the pheromone update has to meet the dynamic demand of the workload variability, with the aim of accelerating the convergence.

4.1. Pheromone Initialization

In cloud computing, the physical resources allocated to each virtual node are not the same and usually changing dynamically. Due to of this characteristic, we use the physical resources of virtual machines to measure a node’s initial pheromone, as described in [15,16]. Five physical resources are involved in pheromone initialization here, that is, CPU (number of cores and MIPS for each core), internal storage, external storage, I/O interface, and bandwidth. The CPU capability can be calculated by:

\[ p_{CPU} = n \times p \] (1)

To facilitate the calculation, we set an upper limit for each parameter. When a parameter exceeds its upper limit, the limit value is chosen instead of the actual value. The limits are given in Equation (2).

\[ p_{CPU} \leq p_{max}, m_i \leq m_{i,max}, m_e \leq m_{e,max}, p_{i/o} \leq p_{i/o,max}, p_b \leq p_{b,max} \] (2)

The capability definitions of physical resources of virtual machines are defined as blow. For CPU:

\[ \tau_{CPU}(0) = \frac{p_{CPU}}{p_{max}} \times 100\% \] (3)
For internal storage:

$$\tau_{mi}(0) = \frac{m_i}{m_{i\text{max}}} \times 100\%$$  \hspace{1cm} (4)

For external storage:

$$\tau_{me}(0) = \frac{m_e}{m_{e\text{max}}} \times 100\%$$  \hspace{1cm} (5)

For I/O interface:

$$\tau_{i/o}(0) = \frac{p_{i/o}}{p_{i/o\text{max}}} \times 100\%$$  \hspace{1cm} (6)

For bandwidth:

$$\tau_{b}(0) = \frac{p_b}{p_{b\text{max}}} \times 100\%$$  \hspace{1cm} (7)

Therefore, we define the pheromone initialization for one slave node as:

$$\tau_i(0) = \psi_1 \tau_{CPU}(0) + \psi_2 \tau_{mi}(0) + \psi_3 \tau_{me}(0) + \psi_4 \tau_{i/o}(0) + \psi_5 \tau_{b}(0)$$

$$\sum_{n=1}^{i} \psi_n = 1$$  \hspace{1cm} (8)

where $\psi_n$ is a weight coefficient, which is used to adjust the influence of the physical resources in cloud computing.

4.2. Pheromone Update

The goal of pheromone update in our approach is to increase the pheromone values for slave nodes associated with good conditions and decrease those associated with bad ones. Three factors that impact the pheromone update are considered in our strategy, namely pheromone evaporation, update by task, and incentives for successful tasks.

4.2.1. Pheromone Evaporation

According to [13], the pheromone in the node is decreasing over time due to evaporation. We use the local update strategy to modify the pheromone on slave nodes where the pheromone is not zero. The pheromone update by evaporation is defined as:

$$\tau_i(t+1) = (1-\rho) \times \tau_i(t), \hspace{0.5cm} 0 < \rho < 1$$  \hspace{1cm} (9)

where $\tau_i(t)$ is the pheromone in slave node $i$ at $t$ moment and $\rho$ is a coefficient of evaporation.

4.2.2. Pheromone Evaporation by New Task

The capability of a slave node is changed when a new task is allocated to this node. After receiving new tasks, the capability of this slave node decreases because of the resources being consumed. In this case, the pheromone update is obtained by:
\[ \tau_i(t+1) = (1-\mu) \times \tau_i(t), \; 0 < \mu < 1 \]  
(10)

where \( \mu \) is the factor to adjust the degree of resources consuming.

The capability of a slave node is also changing when a new task is performing as time goes by. The capability of this slave node increases owing to the releasing of resources. In this case, the pheromone is increased by:

\[ \tau_i(t+1) = (1+v) \times \tau_i(t), \; 0 < v < 1 \]  
(11)

where \( v \) is a factor to control how fast the resources are released.

### 4.2.3. Pheromone Evaporation for Backward Ant

As mentioned in Section 3.1, the pheromones of backward ants are stored in slave nodes, which are controlled by the relevant timers. Like normal pheromones of each node, the pheromones of backward ants are evaporated over time. The pheromone update by evaporation for backward ants is defined as:

\[ \tau_i(t+1) = (1+\pi) \times \tau_i(t), \; 0 < \pi < 1 \]  
(12)

where \( \pi \) is a coefficient of evaporation for backward ant.

### 4.2.4. Incentive and Punishment Rules

We define two rules for task execution in a slave, that is, incentive rule and punishment rule. The former means that the pheromone is increased in this node if the tasks are performed successfully. The latter denotes that the pheromone is decreased in this node if the tasks are done unsuccessfully. The pheromone update by these two rules can be calculated by:

\[ \tau_i(t+1) = (1+\theta) \times \tau_i(t), \; \begin{cases} 0 < \theta < 1 & \text{if success} \\ -1 < \theta < 0 & \text{else} \end{cases} \]  
(13)

where \( \theta \) is a factor to adjust the degree of incentive and punishment for slave nodes.

### 4.3. Task Execution Prediction

Task execution prediction is to evaluate the execution velocity for a slave node, which reflects the capability and performance of virtual resources in cloud computing. Generally speaking, the overall efficiency of the cloud platform can be improved when allocating the tasks to the slave nodes with better performance. We design a prediction model that evaluates the execution velocity of a slave node for the next time frame by accumulating the previous records. Through the current workload and the workload performed last time, we can predict the velocity of a slave node for the next time frame by:

\[ EV_i^{\omega\alpha}(k+1) = \frac{a_{k+1}}{a_k} ((1-\omega)EV_i^{\omega\alpha}(k) + \omega RV_i^{\omega\alpha}(k)) \]  
(14)

where \( EV_i^{\omega\alpha}(k) \) is the \( k \)th velocity of task execution prediction in slave node \( i \) (MIPS), and \( a_k \) is the \( k \)th workload in this node. \( RV_i^{\omega\alpha}(k) \) is the \( k \)th real execution velocity. \( \omega \) is an adjustable parameter, which is used to control the weight of real execution and prediction.
As time goes by, the current tasks become less and less while the predicting task execution becomes much faster. Therefore, the velocity of task execution prediction should be increased during tasks running at regular intervals, defined as:

\[ EV_j^{a_{ij}} (t + 1) = (1 + \sigma) EV_j^{a_{ij}} (t) \]  

(15)

where \( \theta \) is an adjust table parameter to control the increasing degree by task execution prediction.

4.4. Moving Rules for Forward Ant

In our method, there are two cases when the forward ant computes the moving probability for the next destination. One is that no backward ant is appearing in neighbor nodes. The other is that one or more than one backward ant is appearing in neighbor nodes. We explore two such cases, respectively, in this section.

4.4.1. No Backward Ant Appearing in Neighbor Nodes

As described in Section 3.2, the generation of forward ant is triggered in diverse conditions for searching candidate nodes. Thus, we discuss the case with no backward ant appearing in the neighbor nodes from two aspects.

(1) The forward ant triggered by overload node

In this case, the moving probability of forward ant is calculated by:

\[
p_{ij} = \frac{[\tau_{ij}(t)]^\alpha [EV_j^{a_{ij}}(t)]^\beta [\eta_{ij}(t)]^\gamma [D_j(t)]^\kappa}{\sum_{j \in N_n} \{ [\tau_{ij}(t)]^\alpha [EV_j^{a_{ij}}(t)]^\beta [\eta_{ij}(t)]^\gamma [D_j(t)]^\kappa \}} \quad \text{if} \quad j \in N_n
\]

(16)

where \( p_{ij} \) is the moving probability of the forward ant from node \( i \) to node \( j \). \( N_n \) is the set of unvisited neighbor nodes. \( \tau_{ij}(t) \) is the pheromone of node \( j \). \( EV_j^{a_{ij}}(t) \) is the velocity of task execution prediction in slave node \( j \). \( \eta_{ij}(t) \) is the cost from node \( i \) to node \( j \), that is, \( 1/d_{ij} \). \( D_j(t) \) is the proportion of the degree of node \( j \) to the sum degree of all neighbor nodes, defined as:

\[
D_j = \frac{d_j}{\sum_{k \in NB_i} d_k}
\]

(17)

where \( NB_i \) is the neighbor set of node \( i \). This means that the node with the maximum degree ought to be more likely to be chosen as the next destination. \( \alpha, \beta, \gamma, \) and \( \kappa \) stand for the weights of different parameters.

(2) The forward ant triggered by underload node

In this context, the moving probability of forward ant is calculated by:

\[
p_{ij} = \frac{[\eta_{ij}(t)]^\gamma [D_j(t)]^\kappa}{\sum_{j \in N_n} [\eta_{ij}(t)]^\gamma [D_j(t)]^\kappa} \quad \text{if} \quad j \in N_n
\]

(18)
where the parameters have the same meanings as in Equation (16) except for removing \( \tau_{ij}(t) \) and \( EV_{ij}^{a_{k_t}}(t) \). For the forward ant triggered by underload node, the ant’s goal is not to find the nodes with idle resources in the network, but to find the overload nodes. This means that the ant selects a next destination only by the cost in the edge between node \( i \) and node \( j \).

### 4.4.2. Meeting Backward Ant in Neighbor Node

As described in Section 3.1, the pheromone carried by the backward ant should be considered when the forward ant meeting the backward ant in the same node. Since there may be more than one ant in one node, the total pheromone in this node has to contain the pheromone from all backward ants. Like Section 4.4.1, two situations should be discussed separately.

1. **The forward ant triggered by overload node**
   
The moving probability is defined as:

\[
p_a = \begin{cases} 
\frac{[\tau_{ij}(t) + \sum_{j \in N_a} \tau_b(t)]^\alpha [EV_{ij}^{a_{k_t}}(t)]^\beta [\eta_{ij}(t)]^\gamma [D_{ij}(t)]^\delta}{\sum_{j \in N_a} [\tau_{ij}(t) + \sum_{j \in N_a} \tau_b(t)]^\alpha [EV_{ij}^{a_{k_t}}(t)]^\beta [\eta_{ij}(t)]^\gamma [D_{ij}(t)]^\delta} & \text{if } j \in N_a \\
0 & \text{otherwise}
\end{cases}
\]

where \( \sum \tau_b(t) \) is the sum of pheromones carried by the backward ant and the other parameters are the same meanings as Equation (16).

2. **The forward ant triggered by underload node**

As the method described in Section 4.4.1, the moving probability is computed by Equation (18).

### 4.5. Dynamic Load Balancing Algorithm

Algorithm 1 presents the essential steps to achieve load balancing by the use of the proposed approach. At the beginning, all slave nodes in cloud computing platform are initialized using Equation (7) (line 2 of Algorithm 1), the master node gets the job from the user’s request, and the job is divided into a number of executable tasks (lines 3 and 4 of Algorithm 1). Then, the tasks are distributed to slave nodes for execution by \( n_t \) times, since the slave nodes cannot execute all the tasks at once (line 6 of Algorithm 1). After that, the nodes are judged if there is any overload or underload node (line 7 of Algorithm 1). If yes, the forward ant is created and carries out the searching missions, along with the assistance of the backward ant (lines from 7 to 21 of Algorithm 1). In this process, we should note that the moving probability is calculated according to diverse situations, that is, whether the forward ant meets the backward ant or not. If the candidate nodes can satisfy the demand of performing load balancing, do it and continue the next loop (lines from 22 to 25 of Algorithm 1). If the tasks have been done, go on to the next group of new tasks (lines 26 and 27 of Algorithm 1).
Algorithm 1 The step by step procedure of the proposed load balancing

1. **Beginning of proposed algorithm**
2. Initialize pheromone for slave nodes;
3. Get-job-from-user (job_n) for master node;
4. Job-divides-into-tasks (job_n) by master node;
5. for(i = 0 to n_t) { //n_t is the distribution number of the tasks
6. Distribute-tasks-to-slaves(task_i);
7. If-there-are-overload/underload-nodes{
8. Generate-forward-ant();
9. Compute-moving-probability();
10. Move to next node;
11. if(node-is-candidate)
12. Generate-backward-ant();
13. Start-timer-for-backward-ant(timer_na);
14. Update-pheromone-by-forward-ant();
15. if(timer_na > 0)
16. Update-pheromone-by-backward-ant();
17. if(task-in-slave-successful)
18. Increase- pheromone;
19. if(task-in-slave-failed)
20. Decrease- pheromone;
21. }
22. if(satisfy-load-balancing){
23. Do-load-balancing();
24. continue;
25. }
26. else if(need-new-tasks)
27. Go to 3;
28. }
29. **End of algorithm**

5. Simulation and Results Analysis

CloudSim 3.0 [35] is chosen as the simulation toolkit for cloud computing, which is easily used to test and verify the feasibility and stability of the proposed load balancing approach. Windows XP (professional, Microsoft, Los Angeles, CA, US, 2010) OS with 2.53 Ghz CPU, 2 GB of memory, JDK (7.0, Sun Microsystems, Palo Alto, CA, US, 2009) and Ant (1.8.4, Apache Software Foundation, Forest Hill, MD, US, 2011) are employed to run the simulations.

First of all, we test different combinations of the parameters in order to find out the optimal parameters setting. Generally, the CPU has the highest importance in hardware resources [14,16], so we set ψ_1:ψ_2:ψ_3:ψ_4:ψ_5 = 12:7:7:7:7 . As [34], the coefficient of evaporation for slave node is set ρ = 0.5 while the coefficient of evaporation for backward ant is set π = 0.5. We arrange 10,000 slave
nodes in the cloud platform and each node is set with different processing capabilities randomly. The pheromone initialization of each node is calculated after randomly setting slave nodes. Each iteration is regarded as a unit time in our experiment. In a unit time, a new job with 10,000 tasks is distributed to 10,000 slave nodes at random. Each task can be finished within [1,3] unit time. All ants can only move one edge from one slave node to the other and the pheromone update is carried out once in a unit time.

During the process, 50 slave nodes that the task number is bigger than nine are selected as overload nodes and 50 slave nodes that the task number is smaller than two are selected as underload nodes at random. If there are not enough slave nodes that can satisfy such conditions, the actual number of overload nodes and underload nodes are chosen. The forward ants are generated from both the overload nodes and underload nodes in order to accelerate searching process. The load balancing is performed when reaching the maximum searching step. The maximum search step stands for the maximum distance the ant can reach within one unit time. After load balancing operations, the cloud platform goes into the next unit time and a new job with 10,000 tasks comes.

Table 1 gives the experimental results for the number of iterations (Num) and the convergence time (CT) with diverse parameters when reaching load balancing state. For each group of parameters, we carry out the simulation 20 times and the results of Num and CT are the average values.

<table>
<thead>
<tr>
<th>NO</th>
<th>μ</th>
<th>ν</th>
<th>±</th>
<th>σ</th>
<th>α</th>
<th>β</th>
<th>γ</th>
<th>κ</th>
<th>Num</th>
<th>CT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.1</td>
<td>±0.1</td>
<td>0.3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>334</td>
<td>15.432</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.1</td>
<td>±0.1</td>
<td>0.3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>319</td>
<td>16.212</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>0.1</td>
<td>±0.1</td>
<td>0.3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>394</td>
<td>20.134</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>0.1</td>
<td>±0.1</td>
<td>0.3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>405</td>
<td>19.293</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>0.2</td>
<td>±0.2</td>
<td>0.4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>315</td>
<td>14.289</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>0.2</td>
<td>±0.2</td>
<td>0.4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>287</td>
<td>12.785</td>
</tr>
<tr>
<td>7</td>
<td>0.2</td>
<td>0.2</td>
<td>±0.2</td>
<td>0.4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>376</td>
<td>16.112</td>
</tr>
<tr>
<td>8</td>
<td>0.2</td>
<td>0.2</td>
<td>±0.2</td>
<td>0.4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>389</td>
<td>17.834</td>
</tr>
<tr>
<td>9</td>
<td>0.3</td>
<td>0.3</td>
<td>±0.3</td>
<td>0.2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>329</td>
<td>14.115</td>
</tr>
<tr>
<td>10</td>
<td>0.3</td>
<td>0.3</td>
<td>±0.3</td>
<td>0.2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>301</td>
<td>13.454</td>
</tr>
<tr>
<td>11</td>
<td>0.3</td>
<td>0.3</td>
<td>±0.3</td>
<td>0.2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>392</td>
<td>16.298</td>
</tr>
<tr>
<td>12</td>
<td>0.3</td>
<td>0.3</td>
<td>±0.3</td>
<td>0.2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>421</td>
<td>21.103</td>
</tr>
</tbody>
</table>

It can be seen from Table 1 that the result in row 6 has the minimum number of iterations and convergence time to achieve load balancing, which means the presented approach can reach an optimal state by these parameter settings. Thus, this group of parameter settings are used for the following simulations.

Since the number of ants has an impact on the results, we perform the study by using different number of ants with 50 (Ant-50), 100 (Ant-100), and 200 (Ant-200) ants. The maximum searching step for each ant is set to 10. We adopt the degree of load balancing to describe the results, which stands for the balance level of the virtual machine in the cloud platform. The degree of load balancing is defined as:

\[
LB = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{\text{Load}_i - \text{Load}_{\text{avg}}}{\text{Load}_{\text{avg}}} \right)^2}
\] (20)
where $Load_i$ is the load of virtual machine, that is, the load of the slave node, and $Load_{avg}$ indicates the average load of all virtual machines. The bigger the degree of load balancing is, the more unbalanced the load will be.

We limit the number of iterations to below 600 and the simulation results of execution time and degree of load balancing by different numbers of ants are shown in Figures 2 and 3.

![Figure 2. Execution time by different numbers of ants.](image)

![Figure 3. Degree of load balancing by different numbers of ants.](image)

It can be seen from the results that the minimum values are obtained for the number of iterations and the degree of load balancing when the number of ants is set to 100.

Apart from the number of ants, the maximum searching step for each ant also has influence on the results, so we carry out the experiment by different maximum searching steps of five (Step-5), 10 (Step-10), and 20 (Step-20) steps. Figures 4 and 5 shows the results of time execution and degree of load balancing by different maximum searching steps.
It can be seen from the results that the minimum searching time is obtained when the maximum searching step is set to 10. Due to the forward ants in step-20 needing to go further than the ants in step-10, it takes more time for forward ants in step-20. For the maximum searching with five steps, the performance is weak because most of forward ants cannot find out the proper slave nodes within five steps.

In addition, we compare the presented approach by improved ant colony optimization (IACO) with random algorithm (RA) and LBVS algorithm [20] for load balancing in cloud platforms. In this experiment, the number of slave nodes is 10,000, and the maximum searching step is 10. Other parameters are set by the optimal values from the above simulations.

The LBVS algorithm was not proposed for cloud computing, so we combine heuristic methods to LBVS for getting better performance in our experiments. For random algorithms, 100 ants are distributed randomly in 100 slave nodes. In a unit time, the ants record the maximum and minimum slave nodes in searching processes and perform load balancing before the next unit time comes. The number of iterations is also limited to 600. The comparison results are shown in Figures 6 and 7.
In order to test the ability for different scale of slave nodes in cloud computing platform, we carry out load balancing experiments with the numbers of slave nodes from 10,000 to 100,000. The results are shown in Figure 8.
It can be seen from the results that the proposed approach has a better speed of convergence and can be used in the cloud computing platform with a huge number of slave nodes. The random algorithm has a large fluctuation and more execution time because it is an unpredictable algorithm. LBVS is better than a random algorithm but it also fluctuates, like the random algorithm.

Therefore, the proposed approach has good efficiency for load balancing in cloud computing, which satisfies the needs of dynamic task allocation in the cloud platform. The proposed approach can make the cloud platform evolve over time and speed up the convergence time. Compared to a random algorithm and LBVS algorithm, it has better performance and is less time consuming.

6. Conclusions and Future Work

Cloud computing is a rapidly evolving field and changing the way a business or activity can operate, which provides more flexibility and less time to deploy a project for us. Load balancing is one of the key challenges in cloud computing. In order to optimize resource allocation and ensure quality of service, this paper proposed a novel approach for dynamic load balancing based on the improved ant colony optimization. Two dynamic load balancing strategies were applied with the forward-backward ant mechanism and max-min rules. According to the characteristics of cloud computing, we redefined and improved the ant colony optimization by pheromone initialization and pheromone update. By means of such improvements, the speed for searching candidate nodes in load balancing operations can be greatly accelerated. Two kinds of moving rules for the forward ant were given to update the pheromone so as to speed up the convergence and the detailed dynamic load balancing algorithm was also described. Several simulations were illustrated by the improved approach in a cloud computing platform. The results showed that the proposed approach is feasible and effective on load balancing in cloud computing and also has better performance than a random algorithm and LBVS algorithm.

In future work we will further study the triggering mechanism for ant generation and the strategy for pheromone update in order to significantly reduce the searching time for candidate nodes. Furthermore, we will investigate how to introduce other intelligent algorithms into our approach, with the purpose of improving system performance and efficiency.
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