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Abstract: Energy saving in networks has traditionally focussed orucedy battery
consumption through smart wireless network design. Rgceasearchers have turned their
attention to the energy cost and carbon emissions of thédoaeknetwork that both fixed and
mobile communications depend on, proposing primarily rmegms that turn equipments
OFF or put them into deep sleep. This is an effective way ahggenergy, provided that the
nodes can return to working condition quickly, but it intumes increased delays and packet
losses that directly affect the quality of communicatiopexenced by the users. Here we
investigate the associated tradeoffs between power cqrtgsumand quality of service in
backbone networks that employ deep sleep energy savingsex@rfaine these tradeoffs
by conducting experiments on a real PC-based network tggo¥ehere nodes are put into
deep sleep at random times and intervals, resulting in araemisly changing network with
reduced total power consumption. The average power consumphe packet loss and the
average delay of this network are examined with respecte@vtierage value of the ON rate
and the ON/OFF cycle of the nodes.
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1. Introduction

The carbon imprint of ICT technologies is estimated to be @96 of the world total, similar to that
of air travel [1]. Until recently, energy saving in networks focussed maréomger battery life of mobile
devices and smart design of the wireless infrastruct2rd][ and more attention has been devoted to
energy consumption of Cloud Computirgg]. Traditionally, the energy cost of the much more energy
demanding backbone networks that support Internet conoations, both fixed and mobile, has not
been taken into account, but researchers have recentlgduheir attention to the energy cost and the
carbon emissions of the backbone netwaf8].

In this paper we investigate the effect of deep sleep basednmavings in the backbone network on
the quality of service (QoS), and more specifically, theeadtbetween power consumption and network
delay and packet loss. We propose a novel queuing mechaoiswuters to store outgoing packets that
would otherwise be lost if the next node on their route weeesing.

The remainder of this paper is organised as follows: we siiinta review of the various approaches
in the use of deep sleep and related mechanisms for energygsaWe continue with a detailed
description of our proposed neighbour-aware packet qgeuiechanism, then we describe the network
configuration for our experiments and their results on alergke scale testbed. We conclude with the
summary of our findings and suggestions of future work.

2. Previous Work

Early work has studied the consequences on network qudlggreice, including delay, packet loss
and jitter, of putting routers OFF and ON as a way to save graerd adapt energy consumption to actual
network load 9,10]. Recent studies also indicate that energy can be saved Gifyimg routing policies,
for example, by aggregating traffic along a few routes andckuwig OFF, putting in standby or putting
to sleep some network nodes. One such approach is to use wybanadwidth allocation, as a way to
allow some users to have increased bit rate when others deauite as much?]. Another approach is
dynamic topology optimization where the alterations of ltheed are exploited in order to select among
all topologies that ensure connectivity and satisfy th#itrdemands the one that has the lowest overall
power consumptionZ]. Another technique called proxying transfers the manasgyenof traffic to a
dedicated proxy entity that stores all packets and resptmdsquests for connections, enabling other
network nodes to sleep for longer period4][ In [12], the authors propose an enhancement to the OSPF
routing protocol in which a subset of IP routers are seletidae switched OFF during periods of low
traffic. In [13] a greener router is proposed by implementing congestiatraloand capacity scaling.

The recent survey8|] describes several techniques for achieving energy eftgien networks. Early
work suggesting energy savings in the Interrief] proposed routing modifications so as to aggregate
traffic along a few routes, leading to a modification of thenwek topology based on route adaptation and
putting nodes and devices to sleep. More recent work idstithe feasibility of using admission control
to restrict the more energy demanding uséf.[ The problem of energy aware routing is examined via
an analytical approach il §] where an optimization algorithm is built in order to minseia composite
energy and QoS cost function. 147 an autonomic algorithm based on the CPN protodd [is
proposed to minimise power consumption while meeting thheested end-to-end delay bounds.
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In [19] two widely used routers are measured in terms of system po@mand with different
configurations of line cards and operating conditions. WHhiaffic was shown to have some impact
on the power consumption of a line card, it is measured to bg amund 2%. A similar power
consumption model[0] includes the effect of individual ports configured on eaalke card, suggesting
that the impact of port utilization on power consumptiongler 5% and identifying the challenge for
device manufacturers to ensure that networking devicesragggy proportional. These studies indicate
that the power consumption of current networking equipneelairgely independent of its utilization and
thus there is significant energy waste when nodes are ieamtikghtly loaded.

An energy-aware online technique is propose@ij fo spread the load through multiple paths, based
on assuming a step-like model of power consumption as aibtmef the hardware’s processing rate and
the ability of nodes to automatically adjust their opergtiate to their utilization. Rate-adaptation for
individual links is also examined ir2P] based on the utilization and the link queuing delay. MooV
a sleeping approach is proposed, where traffic is sent owtrgtidat the edge routers enabling other line
cards to sleep between successive bursts of traffi@3}y the authors select the active links and routers
to minimise the power consumption via simple heuristicg #q@proximately solve a corresponding
NP-hard problem, while inZ4], they discuss a case study based on specific backbone ketvand
they propose an estimate of the potential overall energygawn the Internet g5)).

In [26], the relationship between network robustness, perfoomamd Internet power consumption
is investigated based on data collected from Internet esurd@he authors approximate a generalized
router power consumption function based on those valuegemubse a modeling framework taking
into consideration the tradeoffs between power and pedao®. In R7] the authors formulate green
routing as a mixed integer optimization problem and conssgeeral power models corresponding to
different technologies and traffic matrices. They exterarttvork with a decentralized algorithm that
switches links OFF in an IP-based network to reduce the systeergy consumptionZp)).

All these works identify the potential savings achieved hyning nodes OFF but ignore
implementation obstacles such as the need for a mechanamtnages the network to limit packet
losses and delays. In fact, it can be argued that any pemaiyrns of QoS provided to users may have
an indirect adverse affect on energy too. A user that hasew®t provided with sufficient QoS may need
to repeat its use of the network and in doing so may incur exdit energy costs. Thus in this paper, we
examine the tradeoff between power and QoS by conductingrempnts on a real, PC-based network
topology and explore the challenges and issues that arise.

3. Trading Power Consumption against QoS

To investigate the effect of sleep modes on the nodes of aonktand their consequence on QoS,
we use a real testbed in which nodes have the sleep mode ligpaid more specifically the ACPI
S3 suspend-to-RAM stat@9], which is a low wake-latency sleep state, where only the Re&khains
powered. We measure the power consumption of the netwanlg tise Watts up?.Net power met8q.
The work we present aims to:

e Understand the drawbacks of introducing sleep modes ingtveark;
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¢ Identify the required operating state of the network basadpower consumption savings
requirements and QoS constraints;

e Provide the basis for future mathematical models of theWiehaof such a system;

e Facilitate pricing techniques depending on QoS demandshendost of power needed for these
constraints to be guaranteed.

3.1. Proposed Mechanism

In order to achieve the best possible performance in a nktwhbere sleep modes are available, we
built a mechanism consisting of the following modules:

e An enhanced neighbour-discovery mechanism for rapidtdishing whether a node’s immediate
neighbours are ON or OFF;
e A gueue for storing packets at the previous hop if a node isesuded.

As soon as a given node A identifies that a set S of its neiglstemer unavailable, it creates a queue
for each unavailable neighbour. Packets of the same nexatequeued until this neighbour becomes
available again. As soon as the next hop wakes up, A receslés rackets from this node and after
re-establishing the connection the packets in the correipg queues are released towards their next
hop. Note that a node that has packets in such queues maysk@pmode. We address this by using
the “suspend” capability, with which memory is the only renigg function that consumes energy, so as
to avoid losing the packets in the queues. At each node, teeigg mechanism includes the following
steps (see Figuie:

e When a packet is ready to be sent from a node, the state of Xhé@og is checked:;
¢ If the next hop is ON then the packet is processed and sentnonediately;
¢ If the next hop is OFF the mechanism searches whether a stquegie exists for this hop.

— if there is no queue, a new queue is created for this missipghd the packet is stored;
— if there is already a queue for this missing hop, the packamply placed at its end.

An enhanced neighbour discovery mechanism runs conclyreneach node. It is implemented
by exchanging frequent “hello” packets between neighhotrsenable fast identification when the
neighbour becomes unavailable by entering the energpgaeep mode. This mechanism therefore is
responsible for:

e Sending frequent hello messages to inform the node’s neigllihat it is ON;

e Keeping a state table of all its neighbours based on the hedlgsages it receives;

e Keeping the timestamp of the last hello message received éach neighbour;

e Removing a neighbour from the list if no hello messages hagenbreceived within a
time-out interval;

e Re-adding a neighbour to the list when it wakes up from a sitate;

e Processing the queue and sending out all the correspondakgts for a recently added neighbour;

¢ Informing the queuing mechanism which neighbours are OM@by based on the state tables of
the neighbours.
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Figure 1. Description of the queuing mechanism.
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Intermediate nodes are controlled by an automated mechdhet decides when to suspend a node
and when to turn it back ON again. Each node is controlled paddently and SSH commands
(pm-suspend) are sent to suspend the node, while wake-dhrhéssages are sent to wake the node
from the suspended stat&]l].

4. Experiments

We evaluated the proposed mechanism with experiments ctedion a real 29-node testbed set up
in a topology that mimics the CESNET2 netwof3&] as shown in Figur. In the experiments, as our
focus is on the supporting wired network infrastructure,deenot differentiate based on how the users
connect to it. For example, it could be a mobile user conngdtirough a base station to the network or
connecting directly. Our focus is only on the duration thetheuser (mobile or not) is connected to the
backbone network and the impact that an energy saving gyrafeurning equipment OFF could have
on the user’s QoS.

Our testbed consists of 29 PC-based physical routers rgrimintu Linux 2.6.32-25. Their BIOS
was configured to accept wake-on-LAN packets, and have treu§3end power state enabled so that
they may be remotely put to sleep and waken up. The capacityedinks is 10 Mbps. Each user is
represented by a source/destination pair generatingmeemis Poisson UDP traffic of 50 Kbps, to avoid
congestion situations. The sources and destinations weyslkept ON, while the intermediate nodes
are put to sleep intermittently. The delay and packet lostheftraffic were measured as end-to-end
values and the power consumption of the intermediate nodssweasured by using theéatts up?.Net
power meter30]. Each experiment lasted 200 seconds and was conducte@.tirhe results presented
here are the average values of those runs.
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Figure 2. Experimental topology. Grey nodes are sources/destimatad are always ON.
Intermediate nodes can be put to sleep and their power cqisurs are measured.
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The network uses shortest path routing implemented as axlketnel module, and the queuing
mechanism we have described is incorporated in the sameleodibe architecture used is not one
of an interactive network with adaptive routing, but moreao$tore and forward network. We have
chosen to use a predefined shortest-path routing and tote®gackets until a path is re-established
and not attempt to change paths when a node is OFF. This isgeoar aim is to study only the effect
that turning nodes OFF has on the power consumption of a mefwagardless of the routing protocol
used. This also avoids cases such as the overloading afiaiter paths and additional packet losses.
Likewise, we have chosen to send UDP instead of TCP traffibatthe results will not be affected by
the retransmission of packets.

Of course mechanisms similar to AOD\3J] could be proved useful for future research. Such an
on-demand approach for finding paths could be appropriatases where some of the nodes on the
shortest path are asleep and alternative paths exist. Flackkts could be used to explore possible
routes so that the most up-to-date information regardiagstate of the nodes would be used.

Experiments are run with the auto-hibernation mechanidioviong a random pattern of turning
OFF and ON the nodes. The duration that any node stayg )nd the duration that it stays in sleep
modeT,;; are selected randomly between two valdgs™,7,.* and 1,7, 174" respectively. The
average cycle timé; 9 + 7,;7 = Te,q. is kept constant for comparison. We report the results afrsev
experiments with the parameters shown in TableDuring each experiment we measured the power
consumption of the intermediate nodes, the packet losshenavierage end-to-end delay experienced by
the packets.
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Table 1. Parameters used in each experiment.

;" (3) Toew (s) Topf (s) Topge (s)
experiment1 the nodes are always OFF
experiment 2 5 10 5 30
experiment 3 5 15 5 25
experiment 3 5 20 5 20
experiment 5 5 25 5 15
experiment 6 5 30 5 10

experiment 7 the nodes are always ON

In the first experiment the nodes are kept always ON, whileerdst experiment the nodes are always
OFF and are turned ON at tR60-th second. The minimum time that a node remains O]?)I}:;'Z() was
chosen to bé& seconds because this was the time it takes for a node to §natamormal operation into
the suspended state.

In Figure 3 we examine further the sixth experiment and plot the medspoever consumption
over time. At the beginning of this experiment and after 2h8-th second all nodes are ON, while
during the experiment nodes turn OFF and ON at random. Theunea end-to-end delays for all
source/destination pairs in this experiment are shownguaiiéi4 in the form of a histogram. It can be
seen that most packets face very small delays, while as t&sghdbere are some packets that face large
delays due to being queued up in the network nodes when nodé®io path are in sleep mode. Thus,
the power savings observed in this case (Figg)reome at the expense of increased delay for some
packets, while the majority of packets do not face any degiad in service.

Figure 3. Power consumption measurements of experiment 6.
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Figure 4. Histogram of delay measurements of experiment 6.
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4.1. Effect of Sleep Modes on Packet Loss

We first examine the impact of putting nodes to sleep mode ckgbtdoss, which is mainly due to
the packets lost during the intervals between the instattaimeighbour goes to sleep and the time that
it discovers that the neighbour is sleeping (no hello mességve been received during the time-out
interval), after which it will start queuing the packets;ckats may also be lost while the neighbour
is entering the suspended state and is still replying to &l hmessages but does not process the
incoming traffic.

In Figure5 the packet loss is plottedersusthe proportion of time that nodes are ON, which is

T

Fon = Teyele ()
whereT%9 = (T/mex 4 Tmin) /2 js the average time the nodes are ON.

For the purposes of analysis, we take into consideration experiments 2—6 and exclude the two
extremes where the nodes are always OFF (experiment 1) aysl@N (experiment 7). We observe
that for the experiments 2—6, the packet loss is relativigligle, approximately 12%. This is expected,
since we send traffic at a low rate to avoid network congestrahtherefore packet loss is mainly due to
the time it takes for a node to discover that a neighbour eegshnd start queuing the outgoing packets.
Thus, packet loss seems to depend on the frequency of tleerhefisages and the timeout interval set.
For comparison reasons, we repeated the experimentsiyith = 50s and the same values @i,,
(details described in Sectioh3) and as we can see in Figube(right side) the packet loss is again
relatively stable, at approximately 6%. This suggestsitigged the packet loss depends on the time it
takes for a node to realise that a neighbour is asleep andhtedbr the samé.,.,., while for larger
Teyqe the packet loss is smaller as the total number of times thesiace turned OFF are fewer. For
our experiments, the hello messages between neighbouessertevery 1 s and the timeout was double
that value, so as to avoid falsely identifying a neighbouaisleep and creating unnecessary queues. The

packet losses could potentially be further reduced if traesasignalled their neighbours just before they
entered a sleep state.
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Figure 5. Network average packet losgrsusaverage ON rate?,, for 7;,,. = 25s and
Tcycle = 50s.
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Figure6 shows the average number of times that the nodes are turn&adFPNI all experiments. The
intermediate nodes turn ON/OFF approximately 125 timeswdugach experiment, with the exception
of experiments 1 and 7 where either all nodes are constamlpiGhodes are kept OFF until the end of
the experiment. This was expected since we have kepf e constant. This allows consistency and
enables us to compare the QoS values of the difference expetal cases and also justifies the relatively
stable values of the packet losses mentioned before. Alsaneasured fraction of packets that find an
open path to the destination without queuing in any of thermediate nodes are shown in Figire

Figure 6. Total number of times that nodes were turned OFF/ON durich eaperiment.
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Figure 7. Probability that all nodes of a packet’s path are ON.
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4.2. Power Consumption against Delay

The average value of the measured power againsithdor all experiments is shown in Figu&
(blue solid line). We observe that power consumption ineesalmost proportionally t8,,,. SinceR,,,
is the proportion of time that nodes stay ON, in order to sanggy (smaller power consumptioR),,
needs to be as small as possible. Obviously this comes atitteeqé a performance degradation since
if nodes stay ON for less time (small&,,) the packet delay increases. This can be observed from the
average delay curve in the same figure (green dotted line).

Figure 8. Average power consumption and average dekgusR,,,.
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Another way of presenting this relationship is by ploting Hverage measured value of power against
the observed average packet delay for each experimenthsimokigure9. It is interesting to observe
that the relationship between the average measured valpewsdr consumption against the observed
packet delay is not linear and the graph shows a knee. Thisiislyrdue to the special case where all
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nodes are ONR,,, = 1) and the delay is very small since there is no congestionam#twork. Also,

as the nodes remain turned OFF for longer periods (smAljgvalues) there are more packets being
queued up in the nodes. Thus, there is an additional delay tieepackets are waiting to be processed
after the next hop is turned back ON.

Figure 9. Observed relationship between average power consumptthaverage delay for
different values ofz,,,,.
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We do observe though a clear tradeoff between the power gavirat can be achieved and the
degradation in QoS that packets may experience presentedms of delay. Power consumption is
reduced by up to 88%, at the expense of increased delay thakecanacceptable for some of the traffic
in the network. Through this relationship, one can chooseatipropriate operating state of the network
that offers the desired power savings and QoS constraimtsinstance, in Experiment &z(,, = 0.7)
we observe a 35% savings in network power consumption, widend-to-end packet delay shown in
Figure4 is small for the most of the traffic.

4.3. The Impact of the ON/OFF Cycle

To investigate the effect that,, ;. has on the QoS of the packets, we repeat the experiments with
Teyae = 50s and the same values &f,,. The parameters of this second set of seven experiments are
shown in Table2.

The results for packet loss are presented in SeeatibFigure5), where the packet loss is relatively
stable at approximately 6%, smaller than whgp.,. = 25s. Figure10 shows the measured power
consumptiorversusthe measured end-to-end delays1oy.,. = 25s and7,,.. = 50s. In Figure1l0we
can observe the system behaviour and the relative tradetwigen power consumption, delay and packet
loss. Comparing between the two experiments, it can be $eeriar larger?.,.. the delay increases.
Thus, smalll.,.;. values result in smaller delays but larger packet losses.
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Table 2. Parameters used in the set of experiment Wjtfy. = 50s.

;" (3) Toew (s) Topf (s) Topge (s)
experiment1 the nodes are always OFF
experiment 2 5 25 5 65
experiment 3 5 35 5 55
experiment 3 5 45 5 45
experiment 5 5 55 5 35
experiment 6 5 65 5 25

experiment 7 the nodes are always ON

Figure 10. Average power consumption and average dekxgusi,,, for different7;, ...
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5. Conclusions

We have investigated the effect that the introduction oéslenodes on the energy consumption and
QoS of a backbone network. To improve performance we havedated the enhanced neighbour
discovery in which queues at each node store outgoing paeketnever the next hop node is in sleep
mode. The intermediate nodes are put to deep sleep or arewadependently of their traffic using a
separate control mechanism to suspend or wake up a noderifarpés are reported for a real laboratory
testbed using a shortest path routing protocol. The resatisprovide the basis for future modelling
studies of such systems to identify optimal operating goiot energy efficiency and QoS, and also to
study techniques that can offer multiple-class differ@etd energy and QoS characteristics.
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