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Abstract: Exoskeletons have emerged as a vital technology in the last decade and a half, with diverse
use cases in different domains. Even though several works related to the analysis of Tweets about
emerging technologies exist, none of those works have focused on the analysis of Tweets about
exoskeletons. The work of this paper aims to address this research gap by presenting multiple novel
findings from a comprehensive analysis of about 150,000 Tweets about exoskeletons posted between
May 2017 and May 2023. First, findings from temporal analysis of these Tweets reveal the specific
months per year when a significantly higher volume of Tweets was posted and the time windows
when the highest number of Tweets, the lowest number of Tweets, Tweets with the highest number
of hashtags, and Tweets with the highest number of user mentions were posted. Second, the paper
shows that there are statistically significant correlations between the number of Tweets posted per
hour and the different characteristics of these Tweets. Third, the paper presents a multiple linear
regression model to predict the number of Tweets posted per hour in terms of these characteristics
of Tweets. The R2 score of this model was observed to be 0.9540. Fourth, the paper reports that the
10 most popular hashtags were #exoskeleton, #robotics, #iot, #technology, #tech, #innovation, #ai, #sci,
#construction and #news. Fifth, sentiment analysis of these Tweets was performed, and the results
show that the percentages of positive, neutral, and negative Tweets were 46.8%, 33.1%, and 20.1%,
respectively. To add to this, in the Tweets that did not express a neutral sentiment, the sentiment of
surprise was the most common sentiment. It was followed by sentiments of joy, disgust, sadness,
fear, and anger, respectively. Furthermore, hashtag-specific sentiment analysis revealed several novel
insights. For instance, for almost all the months in 2022, the usage of #ai in Tweets about exoskeletons
was mainly associated with a positive sentiment. Sixth, lexicon-based approaches were used to detect
possibly sarcastic Tweets and Tweets that contained news, and the results are presented. Finally,
a comparison of positive Tweets, negative Tweets, neutral Tweets, possibly sarcastic Tweets, and
Tweets that contained news is presented in terms of the different characteristic properties of these
Tweets. The findings reveal multiple novel insights related to the similarities, variations, and trends
of character count, hashtag usage, and user mentions in such Tweets during this time range.

Keywords: Twitter; data analysis; big data; exoskeletons; data science; text analysis; sentiment
analysis; content analysis; natural language processing

1. Introduction

Social media platforms represent a category of web-based applications that rest upon
the foundational concepts and technical frameworks of Web 2.0. They facilitate the creation
and dissemination of user-generated content. These platforms offer users a seamless way
to connect, communicate, and collaborate in a virtual manner. Social media platforms
are inherently digital, i.e., they reside entirely on the internet or on mediums or servers
that are directly connected to the internet [1,2]. Social media encompasses various social
networking platforms such as Twitter, Facebook, Instagram, TikTok, YouTube, Sina Weibo,
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and Snapchat [2]. The popularity of social media platforms has been on an exponential
rise in recent times. At present, approximately 4.9 billion people on a global scale are
actively engaged with social media, and it has been predicted that this number will rise
to 5.85 billion by the year 2027. On average, a user of social media has approximately
8.4 social media accounts and dedicates roughly 145 min each day to various social media
platforms [3,4]. Out of different social media platforms, Twitter has been highly popular
amongst users of different age groups [5,6]. At the same time, the ubiquitousness of
Twitter makes it a rich resource for drawing insights related to multimodal components of
conversations on emerging technologies such as exoskeletons.

1.1. An Overview of Twitter: A Globally Popular Social Media Platform

On a global scale, Twitter is the 7th most popular social media platform and has main-
tained its position since 2021, while other comparable platforms, such as WhatsApp and
Instagram, have declined in popularity [7]. As of March 2023, there were 450 million active
monthly Twitter users. The United States has the most active Twitter users at 64.9 million,
while Japan and Brazil have the second and third most active Twitter users at 51.8 million
and 16.6 million, respectively. Regionally, North America has the largest number of ac-
tive Twitter users at 71.7 million, while Central America follows closely at 14.4 million
users [8–11]. In the United States, 42.3% of users use Twitter at least once a month [12].
On average, Twitter users spend around 5 h a month on the social media platform. This
is equivalent to approximately ten minutes per day. Twitter also serves as a source of
information for many users. Moreover, 55% of Twitter users use the social media platform
as a news source, and 96% use the platform monthly [8]. In addition to using Twitter to
stay informed on current events, people use the platform to discover new products and
services. A staggering 89% of people consult Twitter when discovering new products and
services, and 79% of users have purchased something based on their conversations on the
platform [7]. Therefore, mining and analysis of Tweets for understanding the underlying
patterns of public discourse have been very popular with researchers from different dis-
ciplines, as can be seen from recent works that focused on the analysis of Tweets related
to emerging technologies, matters of global interest, and topics of global concern such as
ChatGPT [13,14], the Russia–Ukraine war, [15,16] cryptocurrency markets [17,18], virtual as-
sistants [19], abortions [20,21], loneliness [22,23], housing needs [24,25], fake news [26,27],
religion [28,29], early detection of health-related problems [30,31], elections [32,33], ed-
ucation [34,35], pregnancy [36,37], food insufficiency [38,39], and virus outbreaks such
as MPox [40,41], flu [42,43], H1N1 [44,45] and COVID-19 [46,47]. At the same time, re-
searchers in this field have also focused on the analysis of Tweets about various industries
(discussed in Section 2.1). However, exoskeleton technology, an emerging industry and
field of research, has not been the focus of any prior work in this field.

1.2. Exoskeleton Technology and Its Emergence: A Brief Overview

A robotic exoskeleton can be broadly defined as a wearable electromechanical de-
vice, or a wearable robotics-based solution designed primarily to enhance the physical
performance, endurance, and abilities of the person wearing it [48]. The specific design,
functionality, operation, and maintenance of these exoskeletons vary depending on their
intended application [49]. In a generic manner, exoskeletons can be categorized into upper-
limb exoskeletons and lower-limb exoskeletons [50,51]. Lower limb exoskeletons represent
mechatronic systems that aid in walking, standing, and performing similar movements.
Some recent examples of lower limb exoskeletons include the HAL exoskeleton, the EKSO
exoskeleton, and the LOKOMAT exoskeleton [52–54]. Upper limb exoskeletons are elec-
tromechanical systems that are designed to interact with the user for the purpose of power
amplification, assistance, or substitution of motor function [55]. A couple of examples of
upper limb exoskeletons are Trackhold [56] and AmrmeoSpring [57]. Exoskeletons have
been developed for specific body parts or joints in recent years. These include exoskeletons
for knee [58], shoulder [59], elbow [60], ankle [61], waist [62], hip [63], neck [64], spine [65],
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wrist [66], and index finger [67] exoskeletons. The rapid advancement of exoskeleton
technology is driven by its diverse range of applications and use cases. Some of these
applications include assisting older adults and individuals with disabilities in their daily
tasks, enhancing productivity and reducing fatigue in the military, improving the quality of
life for amputees or those with paralysis in healthcare, aiding firefighters in climbing and
lifting heavy equipment, increasing labor productivity, and assisting in the transportation
of heavy machinery in Industry 4.0 settings [68–70].

As of 2022, the exoskeleton market was valued at approximately USD 334.5 million,
and this market is expected to grow at a rate of 16.9% every year, at least until 2030 [71,72].
Looking at the exoskeleton market through the lens of mobility, the majority portion is
occupied by mobile exoskeletons, which accounted for 61.4% of the market value in 2022.
There are multiple use cases of mobile exoskeletons, such as walking after neurological
surgery [73], assisting reluctant walkers and runners with lower body movements [74],
and assisting individuals with some form of impairment or disability in the lower body to
perform activities of daily living (ADLs). Being able to perform ADLs in an independent
manner is a crucial component of an individual’s independent living [75,76]. Through the
technology lens, the powered segment accounted for the highest portion of revenue—73.9%
in 2022. Based on the end-use segment, the healthcare segment was the principal sector,
accounting for 50.6% of the revenue share in 2022. As for regions, North America dominated
the market, accounting for 46.5% of the revenue share in 2022 [71].

Thus, to summarize, the wide range of emerging use cases of exoskeletons in different
domains [77–80] contributes to a significant buzz about this technology on social media
platforms, such as Twitter. No prior work in this area of research has analyzed Tweets
about exoskeletons to interpret the underlying patterns of information and communication
exchange. Furthermore, there has not been a study conducted thus far that aimed to infer
the paradigms of user sentiments and trends of the same associated with exoskeleton
technology. Addressing this research gap serves as the main motivation for this work. The
rest of this paper is organized as follows. A comprehensive review of recent works in this
field is presented in Section 2. Section 3 discusses the methodology that was followed for
this work. The results and novel findings of this work are presented in Section 4. Section 5
presents a discussion of these results, which is followed by the conclusion in Section 6.

2. Literature Review

This section is divided into two parts. In Section 2.1, an overview of the recent
advances related to the mining and analysis of Tweets that focused on different industries
and interdisciplinary applications is presented. Section 2.2 discusses works in this area
of research that specifically focused on the investigation and exploration of Tweets about
robotics and wearable robotics-based solutions.

2.1. Review of Analysis of Tweets Focusing on Different Industries and Interdisciplinary Research

Kamiński et al. [81] performed sentiment analysis along with like count and retweets to
follower ratio investigations of 33,890 Tweets about COVID-19 and smoking. The findings
showed that there was less negative attitude associated with Tweets about smoking in
April 2020 compared to January 2020 through March 2020. This work suggested that blogs
published regarding the advantages of smoking towards COVID-19 had influenced the
responses of the Twitter community in a way that risks supporting smoking. Utilizing a
similar method of analysis, the case study by Souza et al. [82] sought to find the relations
between Twitter sentiments from specific retail brands and the associated market data.
The results of this analysis indicated that social media platforms proved beneficial to the
retail industry. The work by Pons et al. [83] studied the sentiment associated with the CSR
(Corporate Social Responsibility) of the leather industry, which faced backlash due to a lack
of communication about their CSR. The authors found that the overall attitude towards
the leather industry was neutral. Leung et al.’s [84] study examined two social media
platforms, Facebook and Twitter, to better understand the marketing strategies of the hotel
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industry and proposed a method for marketing on social media. Misopoulos et al. [85]
identified various aspects of customer service in the airline industry that consumers found
positive or negative by analyzing 67,953 Tweets. Shukri et al. [86] performed sentiment
analysis of Tweets about the automotive industry. The work focused on specific car brands:
Mercedes, Audi, and BMW. The results indicated that the sentiment of joy was associated
with BMW, and the sentiment of sadness was associated with Audis and Mercedes. By
collecting over 10,000 posts from both Facebook and Twitter for two books, Criswell
et al. [87] compared the social media activity for the two titles to Nielsen BookScan’s sales
data. The analysis demonstrated that marketing through social media was beneficial to
authors who already had a readership and was less effective for those authors who lacked
one. Similarly, Parganas et al. [88] inspected how social media marketing was affected by
Twitter engagement features. To understand the correlation between the engagement of
top e-commerce organizations on Twitter and their financial ranking, Paredes-Corvalan
et al. [89] analyzed 22,400 Tweets. Despite the results not showing a direct relationship
between the two, it was still evident that the social media platform could be used to
effectively increase relations and sales with consumers. Garcia-Rivera et al. [90] examined
various Twitter engagement features by studying 95,000 Tweets during the Consumer
Electronics Show 2020. The results indicated that user mentions impacted engagement in
the electronics industry. Wonneberger et al. [91] applied automated network and content
analysis methods in order to analyze the role of citizens in counter-publics. The study of
two Twitter debates on animal welfare showed how the social media platform’s features,
such as hashtags, retweets, and user mentions, drive online activism. Aleti et al. [92]
collected data regarding Twitter features such as follower counts and retweets from the
brewing industry in Australia. The results indicated that breweries must employ Maven-
like behavior on social media to influence the community on Twitter. Komorowski et al. [93]
discussed the role of Twitter in communities of practice by examining different communities
within Brussels.

In order to combat iPhone mobile waste when phones are at EOL, Ghanadpour
et al. [94] discussed how Twitter could be used to determine defects in phones by analyzing
the opinions of consumers, emphasizing the importance of customer input. Based on the
analysis of screened Twitter posts, Durand-Moreau et al. [95] presented a commentary
discussing how the platform can be used to understand the opinions of the community
regarding the meatpacking industry. To investigate the relationship between fashion
and a given city, almost 100,000 Tweets were inspected using text analysis methods by
Casadei et al. [96]. This resulted in an understanding of how each city was represented
by social media users during two fashion weeks in 2018, allowing the authors to argue
that social media platforms allow for a more diverse view of fashion due to the diversity
of the population of users. Furthermore, the collection of Tweets from six different actors
representing alcohol brands was analyzed by Sama et al. [97]. The results highlighted
multiple common arguments among the Tweets, which included liberalizing the alcohol
policy in Finland. To summarize, the analysis of Tweets focusing on different industries has
attracted the attention of researchers from different disciplines. While there has not been
any study conducted in this field thus far where Tweets about exoskeletons were analyzed,
there have been a few studies where researchers analyzed Tweets about robotics and
wearable robotics-based solutions. As an exoskeleton can be considered to be a wearable
robotics-based solution, a review of these works is presented in Section 2.2.

2.2. Review of Analysis of Tweets Focusing on Robotics and Wearable Robotics-Based Technologies

Cramer et al. [98] studied two different effects of social media on human-robot
interactions. The first approach examined how robots can use and share information on
social media by applying a Nabaztag, a rabbit-shaped Wi-Fi-enabled electronic device.
The second analysis examined Tweets sent to a robot-twitter account. Their research
supported existing concerns about human-robot interaction related to the storage of data
and personal information. Salzmann-Erikson et al. [99] analyzed 5954 Tweets to further
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understand public opinion towards robots in healthcare. The authors sorted the Tweets
under three themes: absorbability, applicability, and availability. Tweets categorized
under “absorbability” showed that care robots are an integral part of everyday lives.
Tweets categorized under “applicability” showed that care robots can be employed
in a variety of areas. Tweets categorized under “availability” showed concern about
how care robots will impact the economy. Fraser et al. [100] studied the emotions and
sentiments of Tweets before and after the demolition of hitchBOT, a conversational and
immobile robot that traveled across the USA to Germany and the Netherlands. The
authors discovered that the emotions of Tweets in the countries the robot visited did not
differ, but strong negative emotions were associated with Tweets about the robot after its
demolition. Mubin et al. [101] sought to understand public opinion and tweeting trends
about the Nao robot, a humanoid robot from Aldebaran Robotics (acquired by SoftBank
Group in 2015 and rebranded as SoftBank Robotics since then), by analyzing 235 English
Tweets from Twitter. The analysis indicated that the robot is associated with human
characteristics and is often utilized in topics about research and education. In [102], the
authors predicted that humanoid robots would eventually be integrated into people’s
everyday lives by studying relevant Tweets. They also proposed that humanoid robots
could be used as service robots by suggesting the framework of Pepper, a humanoid
robot that can complete receptionist tasks.

Mahmud et al. [103] analyzed the personality characteristics of Twitter users to build
computational models that would predict their opinions on different brands. Yamanoue
et al.’s [104] work primarily focused on analyzing Tweets about people’s perspectives
towards wearable solutions. Tussyadiah et al. [105] deduced five potential motivations
for wearing such devices: exploration, adventure tourism, travel documentation, travel
reporting, and positive transformation by analyzing Tweets. Saxena et al. [106] explored
the involvement of people with cochlear implants on social media platforms such as Face-
book, Twitter, YouTube, and other online forums. The findings suggested that people
with cochlear implants interacted with Facebook groups for information and support most
often but were involved in a variety of social media platforms for advocacy and other
information. After observing an increase in search trends for “breast implant illness” on
Google, Adidharma et al. [107] performed a thematic analysis of the text of Tweets with
#breastimplantillness and identified many Tweets that referenced diseases such as cancer
and lymphoma. In [108], researchers studied Tweets related to birth control implants, such
as Nexplanon. Semantic analysis of these Tweets suggested there had been an increase
in positive and negative perceptions towards birth control. The work also indicated that
many Tweets about Nexplanon discussed the side effects of the implant. Keane et al. [109]
sought to understand the public perception of treatment plans for breast implant-associated
anaplastic large cell lymphoma by identifying possible misconceptions between medical
professionals and patients through related Tweet analysis. The findings suggested that a
disconnect exists in understanding treatment options for the disease. The rise of artificial
intelligence and other robotics has increased people’s concerns about their future employ-
ment. Sinha et al. [110] performed semantic analysis and sentiment analysis to understand
public opinion about accepting robots into the workplace. The research supported existing
technophobia in the workplace. El-Gayar et al. [111] analyzed Tweets to understand the
characteristics that impacted whether people decided to use wearable devices to help
improve their well-being and health. The findings revealed that people favored devices
that worked easily with other systems. In [112], the authors aimed to understand the
important factors to consider when developing smart watches. They performed sentiment
analysis on Twitter data to discern the emotional associations of smart watches and the
public perception of smart watches in Korea. Niininen et al. [113] investigated opinions
and concerns about human subcutaneous chip implants by performing text analysis of
relevant Tweets. Their results indicated that many people were open to the possibilities of
implants for health tracking.
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As can be seen from this comprehensive review of recent works in this field, the
analysis of Tweets on different topics, including a wide range of emerging technologies,
has been of keen interest to researchers from different disciplines. However, none of these
prior works focused on the analysis of Tweets about exoskeletons. Addressing this research
gap serves as the main motivation for performing this work.

3. Methodology

This section describes the step-by-step methodology that was followed for this
research work. First of all, a relevant data set had to be selected. So, the dataset proposed
in [114] that contains about 120,000 Tweet IDs of Tweets about exoskeletons, posted
from 21 May 2017 to 21 May 2022, was used. The dataset in [114] was developed by
using the Search Twitter operator within RapidMiner [115] and utilizing the Twitter API’s
Advanced Search functionality [116]. RapidMiner is a data science platform that allows
the design, development, and implementation of different algorithms in Big Data, Data
Mining, Data Science, Artificial Intelligence, Machine Learning, and related disciplines.
The Search Twitter operator in RapidMiner operates by establishing a connection with
the Twitter API while adhering to the rate limits for accessing Twitter data according to
Twitter’s Standard Search regulations. The Advanced Search characteristic of the Twitter
API can be accessed by a user when they are logged into twitter.com. It allows users
to search for Tweets based on time stamps, keywords, and a set of data filters, such as
Tweets containing an exact phrase(s), Tweets containing any of the specified keywords,
Tweets that exclude specific keywords, Tweets featuring a distinct hashtag, and Tweets in
a particular language. After the collection of the Tweets using both these methodologies,
driven by a keyword-based approach, the duplicate Tweets were removed in [114].
The dataset complies with the FAIR (Findability, Accessibility, Interoperability, and
Reusability) principles for scientific data management [117]. The standard procedure for
working with such Twitter datasets is to perform hydration of the Tweet IDs. However,
this dataset was developed by the first author of this paper, so all the Tweets were
already available for analysis. In addition to that, to include more recent Tweets for the
analysis of this work, the same methodology for data collection as discussed in [114]
was utilized to collect Tweets about exoskeletons from 22 May 2022 to 13 May 2023. 13
May 2023 was the most recent date at the time of data collection. Thereafter, the newly
collected data was merged with the existing Tweets to develop a merged dataset for
analysis. This dataset comprised 153,045 Tweets about exoskeletons, which were posted
on Twitter between 21 May 2017, and 13 May 2023. These Tweets were posted by a total
of 84,716 distinct users. In addition to the text of the Tweets, the data also contained
characteristics associated with these Tweets, presented as different attributes. Table 1
summarizes the same [114].

Table 1. Description of the attributes in the dataset.

Attribute Name Description

Row no. Row number of the data
Id ID of the Tweet
Created-At Date and time when the Tweet was posted
From-User Twitter username of the user who posted the Tweet
From-User-Id Twitter User ID of the user who posted the Tweet
To-User Twitter username of the user whose Tweet was replied to (if the Tweet was a reply) in the current Tweet
To-User-Id Twitter user ID of the user whose Tweet was replied to (if the Tweet was a reply) in the current Tweet
Language Language of the Tweet
Source Source of the Tweet to determine if the Tweet was posted from an Android source, Twitter website, etc.
Text Complete text of the Tweet, including embedded URLs
Geo-Location-Latitude Geo-location (latitude) of the user posting the Tweet
Geo-Location-Longitude Geo-location (longitude) of the user posting the Tweet
Retweet Count Retweet count of the Tweet
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Thereafter, the tweeting behavior per hour was analyzed. To perform this, the data
present in the “created_at” attribute was analyzed. The data in this attribute contained
both date and time information. By using the concept of binning, 24 bins representing the
24 h in a day were created, and each Tweet was assigned a bin by extracting only the time
information from this attribute. The pseudocode of the program that was written in Python
3.11.5 is shown in Algorithm A1 (refer to Appendix A). Using a similar approach as shown
in Algorithm A1, the number of Tweets posted per month per year between May 2017 and
May 2023 was also extracted to analyze the Tweeting patterns about exoskeletons in the last
six years. Thereafter, different characteristics associated with these Tweets were computed.
These characteristics included the mean value of the total number of characters used per
hour, the median value of the total number of characters used per hour, the number of
hashtags used per hour, and the number of user mentions included in the Tweets per
hour. After calculating these characteristics, these features were assigned to the bins. As
a result of this assignment, for each hour of all the Tweets posted, the mean value of the
total number of characters used, the median value of the total number of characters used,
the number of hashtags used, and the number of user mentions present were compiled.
Algorithm A2 (refer to Appendix A) shows the pseudocode of the program that was written
in Python 3.11.5 to compute the mean and median values of the Tweets per hour. The
pseudocode of the program to calculate hashtags and user mentions per hour is shown in
Algorithm A3 (refer to Appendix A).

The flowchart shown in Figure 1 summarizes the working of the above-mentioned
algorithms. After obtaining this master dataset for analysis, as shown in Figure 1, the
correlations between these characteristics and the number of Tweets per hour were
evaluated to deduce if those characteristics were statistically significant (p < 0.05). After
analyzing these correlations (using Pearson’s correlation coefficient), it was observed
that all these characteristics, i.e., the mean value of characters used in the Tweets per hour,
the median value of characters used in the Tweets per hour, the number of hashtags used
per hour, and the number of user mentions used per hour, had statistically significant
relationships with the number of Tweets per hour (results are discussed in detail in
Section 4). Thereafter, a multiple linear regression model was developed where the mean
value of characters used in the Tweets per hour, the median value of characters used
in the Tweets per hour, the number of hashtags used per hour, and the number of user
mentions used per hour were considered as the independent variables, and the number
of Tweets per hour was considered as the dependent variable. Algorithm A4 (refer to
Appendix A) shows the pseudocode of the program that was written in Python 3.11.5 to
determine these correlations as well as to develop the multiple linear regression model.

Thereafter, the focus of the investigation shifted towards hashtag-specific sentiment
analysis. This was considered relevant for investigation primarily because prior works
that focused on the investigation of Tweets for sentiment analysis (Section 2) did not
determine a list of popular hashtags and their associated sentiments. However, determin-
ing a list of popular hashtags and their associated sentiments has been popular in the area
of Natural Language Processing, as can be seen from multiple recent works in this field
that focused on hashtag-specific sentiment analysis of Tweets about COVID-19 [118],
politics [119], and movies [120], just to name a few. To perform the same, at first, the list
of the top 10 hashtags (in terms of the number of Tweets posted) was determined. Then,
the number of Tweets per hashtag (out of these top 10 hashtags) per month between May
2017 and May 2023 was computed to understand the trends of the same. Algorithm A5
(refer to Appendix A) shows the pseudocode of the program that was written in Python
3.11.5 to determine the top 10 hashtags.
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Figure 1. A flowchart that represents the working of different algorithms to obtain the master 
dataset for analysis. Figure 1. A flowchart that represents the working of different algorithms to obtain the master dataset

for analysis.

After obtaining the results from Algorithm A5 (refer to Appendix A), the VADER
sentiment analysis approach was applied to the Tweets. The subject of Sentiment Analysis
can be explored using various methods, including manual categorization, Linguistic In-
quiry and Word Count (LIWC), Affective Norms for English Words (ANEW), the General
Inquirer (GI), SentiWordNet, and machine learning-based approaches like Naïve Bayes,
Maximum Entropy, and Support Vector Machine (SVM). In prior works in the field of
Natural Language Processing [121–126] multiple approaches for sentiment analysis have
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been proposed, developed, and applied to analyze Tweets. However, the specific approach
chosen for this study was VADER, which stands for Valence Aware Dictionary for Senti-
ment Reasoning [127]. The decision to opt for VADER as the sentiment analysis method
is based on multiple factors. First and foremost, VADER has demonstrated exceptional
performance, surpassing human labeling in terms of accuracy and effectiveness. Further-
more, VADER has been proven to overcome the limitations faced by other similar sentiment
analysis techniques. The following provides a comprehensive overview of the distinct
characteristics and features of VADER.

(a) VADER sets itself apart from LIWC by displaying heightened sensitivity to sentiment
expressions that commonly appear in the analysis of social media posts.

(b) The General Inquirer lacks the inclusion of sentiment-relevant lexical elements fre-
quently encountered in social communication. However, VADER effectively addresses
this issue.

(c) The ANEW lexicon exhibits reduced responsiveness to lexical elements typically
associated with sentiment in social media content. This is not a limitation of VADER.

(d) The SentiWordNet lexicon contains a significant amount of noise since a notable
proportion of its synsets lack either positive or negative polarity. However, this does
not represent a constraint or drawback of VADER.

(e) The Naïve Bayes classifier relies on the assumption of feature independence, which is
a simplistic assumption. Nonetheless, VADER’s more nuanced approach overcomes
this weakness.

(f) The Maximum Entropy technique incorporates information entropy by assigning
feature weightings without assuming conditional independence between features.

(g) Both machine learning classifiers and verified sentiment lexicons face the challenge of
requiring a substantial amount of training data.

Additionally, machine learning models depend on the training set to accurately repre-
sent a wide range of characteristics. The VADER approach distinguishes itself through its
concise rule-based framework, enabling the creation of a specialized sentiment analysis
engine tailored specifically for language found on social media platforms. The system
demonstrates remarkable adaptability, capable of adjusting to different domains without
the need for specific training data. Instead, it relies on a flexible, valence-based sentiment
dictionary that has been validated by humans to serve as a reliable standard. The VADER
system is renowned for its high efficiency, and it can also analyze streaming data. The
VADER approach was applied to every Tweet to classify it as positive, negative, or neu-
tral. Thereafter, the hashtag-specific sentiment analysis was performed for each of the
top 10 hashtags, and the trends in the Tweets (positive, negative, and neutral) were ana-
lyzed. Algorithm A6 (refer to Appendix A) shows the pseudocode of the program that was
written in Python 3.11.5 to compute the number of Tweets per sentiment per hashtag (top
10 hashtags). As can be seen in Algorithm A5 (refer to Appendix A), it called the algorithm
for Data Preprocessing (Algorithm A7). The Data Preprocessing algorithm represented a
program that was written to perform the necessary preprocessing of the Tweets prior to
assigning a sentiment label (positive, negative, or neutral) to each Tweet. As Algorithm
A7 (refer to Appendix A) has been called in multiple Algorithms that are presented in this
paper, a step-by-step working of this Algorithm is shown in Figure 2.

Thereafter, text processing, text analysis, and lexicon-based approaches were used
to detect potentially sarcastic Tweets as well as Tweets that could contain news in the
context of conversations about exoskeletons. For developing the methodology for sarcasm
detection, prior works based on text processing were reviewed. It was observed that several
works (for example, [128–130]) detected potentially sarcastic Tweets by either searching
for “sarcasm” or “sarcastic” present in the form of words or hashtags in Tweets as sarcasm
appears to be a commonly recognized concept by many Twitter users, who explicitly mark
their sarcastic messages by using hashtags [131]. In addition to these approaches, another
study in this field [132] was reviewed to understand lexical-based approaches for detecting
sarcasm in Tweets. So, in this work, a combination of keyword-based, hashtag-based,
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and lexical analysis-based methodologies was utilized for detecting potentially sarcastic
Tweets. These included hashtags or keywords such as “sarcasm”, “sarcastic”, “irony”, and
“cynicism”; interjections such as “gee” and “gosh”; lexical expressions such as “not sure
if you know this”; formulaic expressions such as “thanks a lot”, and “good job”; foreign
terms such as “au contraire”; rhetorical statements such as “tell us what you really think”;
and specific combinations of keywords such as “perfect just perfect”. The approach in this
context also accounted for different character case (upper case or lower case) combinations
of these criteria to track potentially sarcastic Tweets. The pseudocode of the program that
was written in Python 3.11.5 to detect potentially sarcastic Tweets from the dataset is shown
in Algorithm A8 (refer to Appendix A).
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As can be seen from Algorithm A8 (refer to Appendix A), the output of this program
produced a set of Tweets in a .CSV that were potentially sarcastic Tweets. Thereafter, a similar
approach was used to detect Tweets that contained news. A review of prior works [133,134]
related to the detection of Tweets showed that researchers in this field have tracked the pres-
ence of “news” in hashtag form or in keyword form in Tweets to detect news communicated
in different Tweets. So, the methodology in this work involved searching for “news” in
hashtag form or in keyword form in the Tweets present in this dataset. The methodology also
accounted for different character case (upper case or lower case) combinations in the keyword
as well as in the hashtag. Algorithm A9 (refer to Appendix A) represents the pseudocode
of the program that was written in Python 3.11.5 to detect Tweets that contained news. As
can be seen from Algorithm A9, the output of this program produced a set of Tweets in a
.CSV that contained news about exoskeletons. Thereafter, Algorithms A2 and A3 were run
on the master dataset (shown in Figure 1), the .CSV file containing sentiment labels for each
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Tweet (one of the outputs of Algorithm A6), the .CSV file representing potentially sarcastic
Tweets (output of Algorithm A8), and the .CSV file representing Tweets that contained news
(output of Algorithm A9). The objective of running these algorithms on these Tweets was
to compare the positive Tweets, negative Tweets, neutral Tweets, possibly sarcastic Tweets,
and Tweets that contained news in terms of the mean length of the Tweets per month, the
median length of the Tweets per month, the average number of hashtags used per month,
and the average number of user mentions used per month, to interpret the underlying trends
of the same. After performing this analysis, a fine-grain analysis of sentiments associated
with these Tweets about exoskeletons was performed. This analysis was performed using
the DistilRoBERTa-base library [135] in Python. This library can categorize a given text into
one of seven distinct classes of sentiments—anger, disgust, fear, joy, neutral, sadness, and
surprise. As shown in Algorithm A10 (refer to Appendix A), a program was written in Python
3.11.5 that provided a score for each Tweet for each of these sentiment classes. Thereafter, the
sentiment class that received the highest score was used to obtain the label for that Tweet in
terms of anger, disgust, fear, joy, neutral, sadness, or surprise. The results of running all these
Algorithms on the dataset are presented in Section 4.

4. Results

This section presents the results of this work and the novel findings from this study. As
stated in Section 3, the number of Tweets about exoskeletons per month between 2017 and
2023 was calculated. Figures 3–9 represent the same. It is worth noting that the histograms
presented in Figures 3 and 9 do not represent all the Tweets that were posted in the month
of May during those respective years. This is because the dataset contains Tweets starting
from 21 May 2017, and for May 2023, the dataset contains Tweets up to 13 May 2023. As can
be seen from Figures 3–9, the tweeting patterns about exoskeletons between May 2017 and
May 2023 were diverse, and the general public posted a considerable number of Tweets about
exoskeletons in almost all the months between May 2017 and May 2023. However, certain
months stand out in some of these figures to represent a significantly higher volume of Tweets
posted during that time. For instance, in 2019, the most number of Tweets about exoskeletons
were posted in October, and the same pattern was again observed in 2022. In 2022, the least
number of Tweets were posted in September. However, in none of the prior years (2017 to
2021), September was the month when the least number of Tweets were posted. Similarly,
other insights about the tweeting behavior about exoskeletons can be observed in Figures 3–9.
As the number of Tweets posted about a topic represents the degree of public interest towards
that topic [136], these results serve as a framework for indicating the specific and varied levels
of public interest towards exoskeletons from May 2017 to May 2023.
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In Figure 10, the analysis of the output from Algorithm A1 is presented. Specifically,
a histogram-based approach was used to determine the specific timeslots of 1-h duration
during different times of the day (24-h format) when the most and least number of Tweets
about exoskeletons were posted. In addition to this, the varying trends of posting Tweets in
other timeslots are also presented in Figure 10. As can be seen from Figure 10, the timeslots
of 17 (representing the time window 16:01 to 17:00 in a 24-h format) and 16 (representing
the time window 15:01 to 16:00 in a 24-h format) represent time windows when the highest
number of Tweets about exoskeletons have been posted. Furthermore, this figure also
shows that the timeslot of 6 (representing the time window from 5:01 to 6:00 in a 24-h
format) represents the time window when the least number of Tweets about exoskeletons
have been posted. It is worth noting that these timeslots were prepared based on the dataset
that contains the timestamps in Eastern Standard Time (EST). The outputs from Algorithm
A2 are presented in Figures 11 and 12, respectively. These two figures show the mean
character count of the Tweets posted per hour (in a 24-h format) and the median character
count of the Tweets posted per hour (in a 24-h format), respectively.
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The results shown in Figures 11 and 12 also help to reveal patterns of public discourse
about exoskeletons during different time instants of the day. For instance, from Figure 11,
it can be concluded that the time slot of 1 (representing the time window 00:01 to 01:00 in
a 24-h format) is the time range when the general public has posted the shortest Tweets
about exoskeletons. The results shown in Figures 13 and 14 represent the output obtained
from Algorithm A3. Specifically, these figures show the varying patterns of the usage
of hashtags and user mentions in Tweets about exoskeletons posted per hour (in a 24-h
format). These figures also help to reveal patterns of public discourse about exoskeletons
during different time instants of the day. For instance, from Figure 13, it can be concluded
that the time slot of 17 (representing the time window 16:01 to 17:00 in a 24-h format)
is the time range when the general public has used the highest number of hashtags in
their Tweets about exoskeletons. Similarly, from Figure 14, it can be concluded that the
time slot of 16 (representing the time window 15:01 to 16:00 in a 24-h format) is the time
range when the general public has mentioned the highest number of users in their Tweets
about exoskeletons.
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The findings from Algorithm A4 (refer to Appendix A) are discussed next. This
algorithm computed the correlation (using Pearson’s correlation) between the following:

(a) number of Tweets per hour and number of characters (mean value) in the Tweets
per hour

(b) number of Tweets per hour and number of characters (median value) in the Tweets
per hour
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(c) number of Tweets per hour and number of hashtags in the Tweets per hour
(d) number of Tweets per hour and number of user mentions in the Tweets per hour.
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The coefficient of correlation between these parameters (Pearson’s r value) is shown
in Figure 15, and Table 2 presents the p-values of these correlations.
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and the specific characteristics of these Tweets.

Table 2. Representation of the p-values of the correlations that were investigated.

Description p-Value

Number of Tweets per hour and the number of characters (mean) used in Tweets per hour 0.0138
Number of Tweets per hour and the number of characters (median) used in Tweets per hour 0.0098

Number of Tweets per hour and the number of hashtags used in Tweets per hour 0.0006
Number of Tweets per hour and the number of user mentions used in Tweets per hour 2.44 × 10−13

As can be seen from Figure 15 and Table 2, all these correlations were statistically
significant. So, the multiple linear regression model (as shown in Algorithm A4) was
developed by using the number of Tweets per month as the response variable and the other
characteristics of these Tweets as predictor variables. The prediction equation is shown
in Equation (1) and the characteristic features of this multiple linear regression model are
represented in Table 3.

TM = 2784.170988721279 + 11.78367763 (Cmean) − 31.13336391 (Cmed) + 0.30537686 (Hc) + 0.96967955 (UMc) (1)

where
TM = total number of Tweets per month
Cmean = the mean value of the number of characters used in the Tweets per month
Cmed = the median value of the number of characters used in the Tweets per month
Hc = number of hashtags used in the Tweets per month
UMc = number of user mentions used in the Tweets per month
The top 10 hashtags that were used in Tweets about exoskeletons from May 2017

to May 2023 were computed by Algorithm A5. This algorithm also computed the
number of Tweets posted using each of these hashtags per month in this time range.
The results of the same are shown in Figure 16. As can be seen from Figure 16, the
top 10 hashtags were #exoskeleton, #robotics, #iot, #technology, #tech, #innovation, #ai,
#sci, #construction, and #news. Out of all these hashtags, #exoskeleton was by far the
most used hashtag per month in this time range. Thereafter, Algorithm A6 was used
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to perform sentiment analysis of the Tweets. The output of Algorithm A6 showed that
the number of positive, negative, and neutral Tweets were 71,596, 30,773, and 50,676,
respectively. This distribution of positive, negative, and neutral Tweets is shown in the
form of a pie chart in Figure 17. As can be seen from Figure 17, most of the Tweets were
positive. Furthermore, Algorithm A6 also computed the number of positive, negative,
and neutral Tweets for each of the top 10 hashtags for every month in this time range.
These results are presented in Figures 18–27, respectively.

Table 3. Characteristic features of the Multiple Linear Regression Model.

Description Value

Multiple Linear Regression Intercept 2784.170988721279
Multiple Linear Regression Coefficients [11.78367763 −31.13336391 0.30537686 0.96967955]

R2 score 0.9540953548345376
Mean Squared Error (before cross-validation) 54,577.94142377716

Root Mean Squared Error (before cross-validation) 233.61922314693447
Value of k for k-folds cross-validation 10

Mean Squared Error (after cross-validation) 65,260.27219328486
Root Mean Squared Error (after cross-validation) 255.46090149626588
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The varying patterns of public sentiment towards exoskeletons can be inferred
from these results. For instance, Figure 17 shows that most of the general public has
expressed a positive sentiment in their Tweets about exoskeletons. The patterns of
sentiment associated with the top 10 hashtags also reveal novel insights associated
with the paradigms of conversations regarding exoskeletons on Twitter. For instance,
from Figure 24, it can be inferred that for almost all the months in 2022, the usage of
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#ai in Tweets about exoskeletons was mainly associated with a positive sentiment. A
similar pattern can be seen regarding the usage of #exoskeleton in the Tweets from
Figure 18. As can be seen from this figure, during 2022, the majority of the Tweets
that were posted using #exoskeleton had a positive sentiment. In a similar manner,
sentiment associated with the top 10 hashtags and the trends of the same on a monthly
as well as on a yearly basis can be deduced from Figures 18–27. Next, Algorithms A2
and A3 (refer to Appendix A) were run on the master dataset (shown in Figure 1), the
.CSV file containing sentiment labels for each Tweet (one of the outputs of Algorithm
A6), the .CSV file representing potentially sarcastic Tweets (output of Algorithm A8)
and the .CSV file representing Tweets that contained news (output of Algorithm A9).
The objective of running these algorithms on these Tweets was to compare the positive
Tweets, negative Tweets, neutral Tweets, possibly sarcastic, and Tweets that contained
news in terms of the mean length of the Tweets per month, the median length of the
Tweets per month, the average number of hashtags used per month, and the average
number of user mentions used per month, to interpret the underlying trends of the same.
The results of this analysis are shown in Figures 28–31, respectively. These results also
reveal several novel insights related to the tweeting patterns of the general public in
the context of Tweets about exoskeletons. For instance, from Figures 28 and 29, it can
be concluded that the average number of characters used in neutral Tweets has been
considerably lower as compared to positive Tweets, negative Tweets, possibly sarcastic
Tweets, as well as Tweets that contained news. Figure 30 shows that the average number
of hashtags used in Tweets that contained news has considerably increased since the
beginning of January 2022. Figure 31 shows that as far as possibly sarcastic Tweets
are concerned, the number of user mentions has been significantly less (even zero on
multiple occasions) as compared to positive Tweets, negative Tweets, neutral Tweets,
and Tweets that contained news.
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The analysis of Tweets that contained news also revealed that news articles were
disseminated by embedding the URLs from different news sources in the Tweets. In terms
of embedded URLs present in the Tweets, the highest number of times a URL was observed
to be embedded in this dataset was 268. This was the URL of a news article regarding a type
of exoskeleton [137]. Similarly, another URL that was embedded the second highest number
of times (201 times) was also a news article about a type of exoskeleton [138]. Thereafter, as
discussed in Section 3, a fine-grain analysis of the sentiments was also performed to detect
different sentiment classes such as anger, disgust, fear, joy, neutral, sadness, and surprise
(pseudocode presented in Algorithm A10). As Figure 17 reports, 33.1% of the Tweets were
neutral Tweets, so the neutral Tweets were removed prior to the data analysis to understand
the distribution of sentiment classes such as anger, disgust, fear, joy, sadness, and surprise
in the remainder of the Tweets. The results of this analysis are shown in Figure 32. As can
be seen from this figure, the sentiment of surprise was the most common emotion. It was
followed by joy, disgust, sadness, fear, and anger, respectively. Next, a comparison of the
work of this paper with prior works in this field in terms of the focus areas is presented in
Table 4. As can be seen from Table 4, the work presented in this paper is the first paper in
this area of research that focuses on multimodal forms of content analysis, text analysis,
sentiment analysis, fine-grain sentiment analysis, and hashtag-specific sentiment analysis in
the context of Tweets about exoskeletons. Furthermore, this work also presents a multiple
linear regression model to predict Tweets posted about exoskeletons on a monthly basis in
terms of specific characteristics of the Tweets.
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This study has a few limitations. First, the 10 most popular hashtags were identified,
and trends of sentiment associated with those hashtags were analyzed in this study. How-
ever, the conversations on Twitter related to exoskeletons are diverse and cover multiple
topics, including recent developments. As a result, over the course of time, new hashtags
may emerge related to such recent developments and may become more popular than the
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hashtags identified and analyzed in this study. Second, Twitter users do not represent the
entire global population. So, the sentiments regarding exoskeletons identified and analyzed
in this study reflect the opinions of a subset of the global population towards exoskeletons.
Finally, the Tweets analyzed in this research were still accessible on Twitter at the time of
data analysis. However, Twitter provides users with the option to remove their Tweets and
deactivate their accounts. Moreover, in accordance with Twitter’s guidelines on inactive
accounts [139], Twitter reserves the right to permanently delete accounts that have been
inactive for an extended period of time, hence leading to the deletion of all Tweets posted
from such accounts. If this study were to be replicated in the future, it is possible that the
findings could exhibit some variation as compared to the results presented in this paper if
any of the examined Tweets were removed as a result of users deleting them, users deleting
their accounts, or Twitter permanently deleting one or more of the accounts from which
the analyzed Tweets were posted.

Table 4. Comparison of the focus areas of this research paper with the focus areas of prior works in
this field.

Work
CA of Tweets
about Robots

or Robotic
Solutions

CA of Tweets
about

Wearables
(including

Wearable Robotics)

SA of Tweets
about Robots

or Robotic
Solutions

SA of Tweets
about Robots

(Including
Wearable
Robotics)

Fine Grain SA
of

Tweets about
Wearable
Robotics

MLR Model to
Predict Tweets

about
Wearable
Robotics

Cramer et al. [98]
√

Salzmann-Erikson et al. [99]
√

Fraser et al. [100]
√

Mubin et al. [101]
√

Barakeh et al. [102]
√

Mahmud et al. [103]
√

Yamanoue et al. [104]
√

Tussyadiah et al. [105]
√

Saxena et al. [106]
√

Adidharma et al. [107]
√

Pillarisetti et al. [108]
√

Keane et al. [109]
√

Sinha et al. [110]
√

El-Gayar et al. [111]
√

Jeong et al. [112]
√

Niininen et al. [113]
√

Thakur et al. [this work]
√ √ √ √ √ √

In this table. CA = Content Analysis, SA = Sentiment Analysis, MLR = Multiple Linear Regression.

5. Discussion

Exoskeletons have a diverse range of use cases and applications in different domains.
Some of these applications include assisting older adults and individuals with disabilities
in their daily tasks, enhancing productivity and reducing fatigue in the military, improving
the quality of life for amputees or those with paralysis in healthcare, aiding firefighters in
climbing and lifting heavy equipment, increasing labor productivity, and assisting in the
transportation of heavy machinery in Industry 4.0 settings [140]. The discourse surrounding
the emergence of exoskeletons on the Twitter platform has garnered worldwide attention
and interest in the last six years or so. This research reveals that conversations on Twitter
revolving around exoskeletons are characterized by their multifaceted nature, with the
public actively engaged in seeking and disseminating information across a spectrum of
topics and applications related to exoskeletons. The findings of this study have several
implications in the real world for exoskeleton companies and manufacturers.

It is crucial for exoskeleton companies and manufacturers to have a comprehensive
understanding of the major issues, needs, and interests of the global population about
their products. Such insights may provide a basis for receiving prompt feedback on their
products. Scholars from several disciplines have conducted analyses of the processes that
regulate the transmission of information from conventional news organizations to social
media platforms [141]. In the current media ecosystem, the once-clear demarcation between
social media and conventional media has become more indistinct. As seen from the findings
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of this study, URLs of news were among the most frequently shared embedded URLs in
the Tweets. This finding suggests that conversations on Twitter regarding exoskeletons
mirrored news events related to the same. Exoskeleton companies and manufacturers may
benefit from delving deeper into this phenomenon by closely monitoring Twitter discus-
sions, particularly on days characterized by noteworthy news occurrences related to their
products and services, such as the development of new exoskeletons, findings from user
studies focused on newly added features to existing exoskeletons, or proposals for design
guidelines for exoskeletons, just to name a few. The observation and analysis of real-time
responses on Twitter might be advantageous for such agencies in comprehending the issues,
needs, and interests of the public pertaining to developments in this field. Furthermore,
tracking those discussions would also help such agencies monitor any misinformation or
the propagation of conspiracy theories on Twitter related to the recent developments of
their existing products or new products.

In addition to the above, it is essential that social media managers of exoskeleton
companies and manufacturers possess a comprehensive understanding of strategies
for content creation and publication on social media platforms for positively impacting
sales, viewer engagement, network building, brand development, and building cus-
tomer loyalty. Existing literature [142–144] indicates that individuals exhibit heightened
alertness in the context of viewing, sharing, and engaging with content from social
media platforms at their preferred time of day, which may either be in the morning or
in the evening. Such findings are related to the findings of human behavior research,
which indicate a significant correlation between self-reported alertness and an indi-
vidual’s preference for morning or evening activities. Specifically, those who identify
as morning people tend to experience the highest level of alertness during the early
hours of the day, while evening people exhibit peak alertness later in the day. Prior
works [145,146] have also shown that the popularity of a social media post depends on
the time of its publication. Publishing content on a social media platform at times when
the highest number of users are logged in and using the platform would ensure that
the content receives the highest attention from the global audience in terms of views
and engagement, which is expected to have a positive impact on sales. However, such
works did not specifically present any findings that might be helpful for social media
managers of exoskeleton companies and manufacturers. The work of this paper presents
several findings that are expected to be helpful in this context. Figure 10 shows that the
timeslots of 17 (representing the time window 16:01 to 17:00 in a 24-h format) and 16
(representing the time window 15:01 to 16:00 in a 24-h format) represent time windows
when the highest number of Tweets about exoskeletons have been posted. Furthermore,
this figure also shows that the timeslot of 6 (representing the time window from 5:01
to 6:00 in a 24-h format) represents the time window when the least number of Tweets
about exoskeletons have been posted. This finding is expected to be relevant for social
media managers of exoskeleton companies and manufacturers to schedule their posts on
Twitter. For instance, for announcing any new products or developments related to exist-
ing exoskeletons, social media managers of exoskeleton companies and manufacturers
could consider posting their Tweets between 3.01 p.m. and 5.00 p.m. for high attention
and engagement from their target audience. Furthermore, any such Tweets should not
be posted between 5:01 a.m. and 6:00 a.m., based on the findings of this study.

Hashtags represent a significant aspect of conversations on Twitter, enabling users
to engage in a decentralized discourse, provide contextual information to their Tweets,
raise awareness about social matters, allow collective focus, and assist in online community
development [147–149]. The use of hashtags in Tweets enhances its dissemination and
amplification. The frequency of hashtags used in a post is a significant indicator of the
likelihood of a Tweet being retweeted, which directly enhances user engagement. The use
of a high number of relevant hashtags in a post has been shown to enhance its searchability
and facilitate the promotion of such content [150]. However, such findings from these
works did not focus on analyzing hashtag usage in the context of conversations about
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exoskeletons on Twitter. The findings of this work in the context of hashtag usage in Tweets
about exoskeletons are expected to have real-world implications in this context. Figure 16
reports that the ten most popular hashtags in Tweets about exoskeletons between May
2017 and May 2023 were #exoskeleton, #robotics, #iot, #technology, #tech, #innovation,
#ai, #sci, #construction, and #news. Social media managers of exoskeleton companies
and manufacturers could use a combination of these popular hashtags to enhance the
searchability, amplification, and likelihood of their Tweets being retweeted. Furthermore,
the results shown in Figure 13 are also relevant in this context. Figure 13 shows that the
time range of 4:01 p.m. to 5:00 p.m. is the time range when the general public has used
the highest number of hashtags in their Tweets about exoskeletons. Previous studies in the
context of web behavior analysis on Twitter have shown that the use of a high number of
hashtags in a post is often driven by the need to connect with a larger audience [151]. So,
exoskeleton companies and manufacturers could consider studying the Tweets posted in
this time range to monitor and analyze the specific needs communicated by the general
public in the context of exoskeletons and develop new features for their products and
services based on these demonstrated needs.

Research related to web behavior analysis and trends of the same has shown that
positive content has a greater propensity for going viral than negative content on Twitter.
Furthermore, overly negative Tweets have been shown to have a low likelihood of being
retweeted [152,153]. However, those works did not provide specific suggestions in
the context of the publication of Tweets about exoskeletons by social media managers
of exoskeleton companies or manufacturers. The findings of this paper indicate the
trends of global sentiment related to the popular hashtags that have been used in Tweets
about exoskeletons. For instance, for almost all the months in 2022, the usage of #ai
in Tweets about exoskeletons was mainly associated with a positive sentiment. These
findings are expected to be helpful for social media managers of such agencies to create
and disseminate content on Twitter with positive sentiment for a greater likelihood of
creating viral posts for increased engagement with their target audience. In addition
to the above, prior work has shown that longer Tweets (in terms of character counts)
in general are more likely to be relevant and interesting [154,155]. However, such
works did not focus on analyzing the length of Tweets in the context of conversations
about exoskeletons on Twitter. Figures 11 and 12 present the analysis of the mean and
median character counts of Tweets about exoskeletons over a 24-h period. The results
presented in these figures could serve as a framework for exoskeleton companies and
manufacturers to detect relevant and interesting Tweets in the context of the public
discourse about exoskeletons on Twitter to consider developing any new features or
technologies related to the products or services.

The methodology to track potentially sarcastic Tweets as discussed in this paper
could serve as a framework for social media managers of exoskeleton companies and
manufacturers to monitor sarcasm about their brand and identify trends of the same [156].
By adopting such a framework, such agencies are expected to be able to enhance their
capacity to recognize, monitor, and address online firestorms more effectively. Such a
framework will also allow a methodical process of social listening when such agencies
attentively monitor and analyze internet conversations to ascertain the validity and
legitimacy of the subject matter that may have sparked any sarcasm, anger, or outrage
related to their brand on Twitter. The tracking and monitoring of such conversations
may be helpful for the timely issuance of an online apology and request for suggestions
from the online community on correcting its wrongdoing and acting on the suggestions
received from the global community [157]. User mentions in a Tweet play a positive role
in building engagement and trust on Twitter [158]. In the context of exoskeleton brands,
it is crucial for social media managers of such brands to contribute towards fostering
engagement and trust on Twitter with the effective usage of user mentions for building
and developing brand loyalty. A recent example of brand loyalty is outlined next to
further explain the same. In the Fall of 2020, Tanishq, a prominent jewelry business
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in India, released a forty-three-second advertisement on YouTube. The advertisement
depicted a Muslim family surprising their Hindu daughter-in-law with a traditional
Hindu baby shower ceremony. The primary objective of this advertisement was to
enhance the visibility and recognition of the brand’s “Ekatvam” line, which is derived
from the Hindi term for “unity” [159]. This advertisement led to a controversy, and
several people on Twitter started posting Tweets to boycott Tanishq. However, loyal
customers of Tanishq supported and defended the brand on Twitter [160]. Figure 14
shows the variation of user mentions in Tweets about exoskeletons during different time
instances of the day. Social media managers of exoskeleton companies and manufacturers
could consider these results to strategize the time of posting their Tweets with multiple
relevant user mentions to connect with more individuals and organizations on Twitter
to build a community of trust and loyalty on Twitter.

Finally, the lexicon-based and text-processing methodology for filtering and analyzing
specific Tweets presented in this paper could be re-used or modified by exoskeleton brands
to analyze the historical and current discourse related to their products and services on
Twitter. Furthermore, such an investigation might also help to identify the information
gap between the awareness and knowledge of the target audience and the information
disseminated by such brands on Twitter regarding exoskeletons.

6. Conclusions

The popularity of social media platforms has been on an exponential rise in the
last decade and a half, as social media platforms provide a seamless means for users
to connect, communicate, and collaborate with each other. Out of different social me-
dia platforms, analysis of conversations on Twitter has been of significant interest to
researchers from different disciplines. This can be inferred from the fact that in the last
few years, there have been several works that focused on the analysis of Tweets about
emerging technologies, matters of global interest, and topics of global concern such as
ChatGPT, the Russia–Ukraine war, cryptocurrency markets, virtual assistants, abortions,
loneliness, housing needs, fake news, religion, early detection of health-related problems,
elections, education, pregnancy, food insufficiency, and virus outbreaks such as MPox,
flu, H1N1, and COVID-19, just to name a few. Even though a wide range of topics and
several emerging technologies have been investigated in recent works, there has not
been any prior work in this field thus far that has focused on the analysis of Tweets about
exoskeletons. The rapid advancement of exoskeleton technology is being propelled by
its extensive range of applications. Some of these use cases involve assisting elderly
individuals and those with disabilities in their daily tasks, increasing productivity and
alleviating fatigue in military personnel, enhancing the quality of life for amputees and
individuals with paralysis in different body parts, aiding firefighters in climbing and
lifting heavy equipment, bolstering labor efficiency, and facilitating the transportation of
bulky machinery in different industrial settings. As a result of these expanding use cases
of exoskeletons, the general public has shared their views, opinions, and perspectives
about exoskeletons on Twitter in the last few years on social media platforms, such as
Twitter. The work presented in this paper aims to address this research gap as well as
contribute towards advancing research in the area of exoskeleton technology by pre-
senting several novel findings from a comprehensive analysis of about 150,000 Tweets
about exoskeletons posted between May 2017 and May 2023. First, findings from a
comprehensive content analysis and temporal analysis of these Tweets reveal the specific
months when a significantly higher volume of Tweets was posted, and the time windows
when the highest number of Tweets, the lowest number of Tweets, Tweets with the
highest number of hashtags, and Tweets with the highest number of user mentions have
been posted. Second, the paper shows that there are statistically significant correlations
between the number of Tweets posted per hour and different characteristics of tweeting
behavior, such as the number of characters (mean value) in the Tweets per hour, the
number of characters (median value) in the Tweets per hour, the number of hashtags
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used in the Tweets per hour, and the number of user mentions used in the Tweets per
hour. Third, the paper presents a multiple linear regression model to predict the number
of Tweets posted per hour in terms of these characteristics of tweeting behavior. The R2

score of this model was observed to be 0.9540. Fourth, the paper reports that the 10 most
popular hashtags were #exoskeleton, #robotics, #iot, #technology, #tech, #innovation,
#ai, #sci, #construction, and #news. Fifth, an exploratory sentiment analysis of these
Tweets was performed using VADER and the DistilRoBERTa-base library in Python. The
findings show that 46.8% of the Tweets were positive, 33.1% of the Tweets were neutral,
and 20.1% of the Tweets were neutral. The findings also show that in the Tweets that did
not express a neutral sentiment, the sentiment of surprise was the most common emo-
tion. It was followed by joy, disgust, sadness, fear, and anger, respectively. Furthermore,
analysis of hashtag-specific sentiments revealed several novel insights associated with
the tweeting behavior of the general public in this regard. For instance, for almost all the
months in 2022, the usage of #ai in Tweets about exoskeletons was mainly associated
with a positive sentiment. Sixth, text-processing and lexicon-based approaches were
used to detect possibly sarcastic Tweets and Tweets that contained news. Thereafter,
a comparison of positive Tweets, negative Tweets, neutral Tweets, possibly sarcastic
Tweets, and Tweets that contained news in terms of the different characteristic proper-
ties of these Tweets is presented. The findings of this analysis reveal multiple insights
related to the tweeting behavior of the general public about exoskeletons. For instance,
the average number of characters used has been considerably lower in neutral Tweets
as compared to positive Tweets, negative Tweets, possibly sarcastic Tweets as well as
Tweets that contained news, and the average number of hashtags used in Tweets that
contained news has considerably increased since the beginning of January 2022. As per
the best knowledge of the authors, no similar work has been performed in this field
thus far.

Future studies could consider conducting periodic public surveys over the period
of interest being explored in the analysis of Tweets about exoskeletons. This will provide
a more detailed examination of spatial and temporal factors, hence enabling more
comprehensive comparisons of the obtained results and providing profound insights
for exoskeleton companies and manufacturers into the perspectives and opinions of
the global population. Public sentiments towards different exoskeleton manufacturers
could also be explored in future studies to identify and assess the trends of the same. In
addition to the above, topic modeling of these Tweets could be performed to interpret the
specific topics represented in the Tweets and the opinions of the general public towards
the same.
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Appendix A

Algorithm A1: Extraction of the Time of Each Tweet

Input: Dataset
Output: New attribute for the time of each tweet (24-h format)
Temp = []
File path
Read data as dataframe
For from 0 to n do

obtain timestamp of the Tweet (‘created_at’ column)
local variable x = 0
hr, min, sec (use RegEx)
Function myBins: parameter hr and min

convert hour to int
construct using x (bin 1-24)
x = myBins(hr, min)

End of Function
End of for loop
temp← append(x)
Add new attribute to the dataset
Save the data

Algorithm A2: Median and Mean Character Count of Tweets per Hour

Input: Dataset
Output: Mean and Median Character Count of Tweets per hour (24-h format)
Bin 1-24 = [], med = [], mean = []
File path
Read data as dataframe
function to find the mean(arr):

if length(arr) is 0 then
return 0

Else
calculate mean of array
return mean

End of Function
Function median(arr):

if length of arr is 0 then
return 0

Else
calculate median of array
return median

End of Function
for i from 0 to n do

ith element character_count (Tweet)
mean(arr)
median(arr)

End of for loop
list← append (mean, median)
Set the field in the dataset to a new series from the list
Add new attributes to the dataset
Save the data
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Algorithm A3: Number of Hashtags and User Mentions per Hour (24-h Format)

Input: Dataset
Output: Count of Hashtags and User Mentions used per hour (24-h format)
File Path
Read data as dataframe
hashtagCount = 0, UserMentionCount = 0
for i from 0 to n do

string← convert to string(dataset[‘text’][i])
find length of the string
for j from 0 to x − 1 do

if string[j] equals to ‘#’ then
increment hashtagCount

hashtagCount← append count
if string[j] equals to ‘@’ then

increment UserMentionCount
UserMentionCount← append count

End of for loop
hashtagCount← set hashtag_count column in dataset
UserMentionCount← set usermention_count column in dataset
timeOfHashtags[]
timeofUserMentions[]
for i from 0 to n do

set count to zero
for k from 0 to n do

if dataset[‘bin’][j] equals i then
increment count by dataset[‘hashtag_count’][k]

count← set timeOfHashtags[i − 1]
End of for loop
for i from 0 to n do

set count to zero
for k from 0 to n do

if dataset[‘bin’][j] equals i then
increment count by dataset[‘usermention_count’][k]

count← set timeofUserMentions [i − 1]
End of for loop
Add new attributes to the dataset
Save the data

Algorithm A4: Detecting Correlations and Setting Up a Multiple Linear Regression Model

Input: Dataset
Output: Correlations (using Pearson’s correlation coefficient) between the investigated characteristics, Multiple Linear Regression
Equation, and Performance Characteristics
File Path
Read data as dataframe
Create a heatmap
Xtick_loc = retrieve the x-axis tick location
Xtick_labels = retrieve the x-axis tick labels
Stat_1← Pearsons Correlation (Tweets per hour, characters (mean) used in the Tweets per hour)
Stat_2← Pearsons Correlation (Tweets per hour, characters (median) used in the Tweets per hour)
Stat_3← Pearsons Correlation (Tweets per hour, number of hashtags used per hour)
Stat_4← Pearsons Correlation (number of Tweets per hour, number of user mentions used per hour)
X[] = Tweets per hour, characters (median) used in the Tweets per hour, number of hashtags used per hour, number of user
mentions used per hour
Y[] = number of Tweets per hour
Initialize and fit the linear regression model (using sklearn.linear_model)

Print Intercept and Coefficient using model.intercept_ and model.coef_
Generate X_train, X_test, y_train, y_test using split ratio 80:20
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Algorithm A4: Cont.

Y_pred← output of applying the model to X_test
Print Mean Squared Error, Root Mean Squared Error, R2 score before Cross Validation

Perform Cross Validation (cv = 10, scoring = neg_mean_squared_error)
Print Mean Squared Error, Root Mean Squared Error, R2 score after Cross Validation

Algorithm A5: Determine the Top 10 Hashtags, Determine the Number of Tweets per Month per Hashtag (Top 10 Hashtags)

Input: Dataset
Output: top 10 hashtags, number of Tweets per month per hashtag for top 10 hashtags
File Path
Read data as dataframe
total_hashtage_list = []
for i from 0 to n do

current_hashtag← set empty string
j = 0
string← convert the text column of row i to string
while j is less than length of the string do

letter← get the character at index j
if letter is “#” then

current_hashtag← reset to empty string
increment j
while j is less than length of string and string[j] is not a space, “#” or “,” or “.” do

current_hashtag← append string[j]
increment j

Else
increment j

if length of current_hashtag is not 0 then
convert current_hashtag to lowercase
append current_hashtag to total_hashtag_list

End of for loop
create a frequency distribution of hashtag from the total list
display the top 10
top_ten_hashtags = get the top 10 hashtags
months = month
years = year
define function(lst1, lst2):

lst 3← empty list
for each value in lst1 do

if value is in lst2 then
append value to lst3

return lst3
End of for loop
tweet_counts = {}
for each hashtag h in top_hashtags then

set tweet_counts[h] to 0
End of for loop

for key x in tweet_counts do
print the value x

End of for loop
month_years = []
for each year in years do

for each month in months do
concatenate month and year
append to the list

End of for loop
set the index of the dataframe to the value in month_years
for each year in years do
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Algorithm A5: Cont.

for each month in months do
print month and year
tweet_counts = {}
for each hashtag h in top_hashtags do

set tweet_counts[h] to 0
for i from 0 to n do
convert the month and year to string

if month and year match then
convert the text column to string
i = 0
hashtags = []
while i is less than the length of tweet do

get the character at index I of tweet
if letter is “#” then

reset current_hashtag = ‘ ’
increment i
while i < length of tweet and tweet[i] is not a space, “#” or “.” do

current_hashtag← tweet[i]
increment i

hashtag← current_hashtag
else:

increment i
for each hashtag h in hashtags do

if h is in tweet_counts then
increment tweet_counts

display tweet_countss
for each key in tweet_counts do

set value in datatframe t at row month year and column key← tweet_counts
End of for loop
Plot the hashtag distribution graph (using matplotlib)

Algorithm A6: Number of Tweets per Sentiment per Hashtag (top 10) per Month

Input: Dataset
Output: .CSV with sentiment labels for each Tweet, Number of Tweets per sentiment per hashtag (top 10) per month, and their
visual representations
File Path
Read data as dataframe
Import VADER
Algorithm A7 for Data Preprocessing()
Function sentiment_sccores(sentence):

Side_obj = Make sentimentIntensityAnalyzer object
Sentiment_dict = calculate polarity score using side_obj
If sentiment_dict[‘compound’] is greater than or equal to 0.05 then

x← positive
Else If sentiment_dict[‘compound’] is less than or equal to −0.05 then

x← negative
Else:

x← neutral
Return x

End of Function
Arr = []
For i from 0 to n do

score← call function sentiment_scores(data)
append score to arr

End of for loop
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Algorithm A6: Cont.

Arr = Add a new column(sentiment label) to the dataset
Export result_sentiment_label_Tweets.csv
Set top_hashtags, months, years
Set a cols list with specific column names relate to hashtag’s sentiment
Month_years = []
For each year in years do

For month in months do
my← combine month and year
Append my to month_years list

End of for loop
set the index of the dataframe to the value in month_years
for each year in years do:

for month in months do:
print combined month and year
tweet_counts← {}
for each h in cols do:

tweet_counts[h]← 0
for each row in dataset do:

if month and year of current row matches then:
tweet← get the tweet content
i← 0
hashtags← []
while i is less than the length of tweet do:

letter← store current letter of tweet at position i
if letter is equal to # then

current_hashtag← empty string
increment i
while i is less than length of tweet and tweet[i] is not a space, # or . do:

current_hashtag← append the character at position i of tweet
increment i

append current_hashtag to hashtags list
else:

increment i
for each h in hastags do:

if h is in top_hashtags then:
if the sentiment of current row is positive then:

increment the tweet_counts by combining key h with pos
else if the sentiment of current row is negative then:

increment the tweet_counts by combining key h with neg
else:

increment the tweet_counts by combining key h with neut
for each key in tweet_counts do:
update the t value at key and combine month and year with value tweet_counts

End of for loop
Plot the sentiment distribution graph per hashtag (using matplotlib)
Export .CSV with sentiment labels for each Tweet

Algorithm A7: Data Preprocessing

Input: Dataset
Output: Preprocessed Dataset
File Path
Read data as dataframe
English words: nltk.download(‘words’)
Stopwords: nltk.download(‘stopwords’)
Initialize an empty list to store preprocessed text
corpus[]
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Algorithm A7: Cont.

for i from 0 to n do
Obtain Text of the Tweet (‘text’ column)

text← re.sub(‘[ˆa-zA-Z]’, ‘ ‘, string)//RegEx to remove characters that are not alphabets
text← re.sub(r’http\S+’, “, string)//RegEx to remove URLs
text← text.lower()
text← review.split()
ps← PorterStemmer()//stemming
all_stopwords← stopwords.words(‘english’)
text← [ps.stem(word) for word in text if not word in set(all_stopwords)]
text← ‘ ‘.join(review)
//Regex to remove user mentions and special characters
text← ‘ ‘.join(re.sub(“(#[A-Za-z0-9]+)|(@[A-Za-z0-9]+)|([ˆ0-9A-Za-z \t])|(\w+:\/\/\S+)”, “ “, string).split())
text← “.join(““ if c.isdigit() else c for c in text)
text← ‘ ‘.join(w for w in nltk.wordpunct_tokenize(review) if w.lower() in words)
corpus← append(text)

End of for loop
New Attribute← Preprocessed Text (from corpus)

Algorithm A8: Detect Potentially Sarcastic Tweets

Input: Dataset
Output: CSV file for potentially sarcastic Tweets
File Path
Read data as dataframe
Obtain Text of the Tweet (‘text’ column)
text = text.lower()
define sarcastic_keywords
define interjections
define lexical_expression
define formulaic_expressions
define foreign_terms
define rhetorical_statements
define specific_keywords
potentially_sarcastic_Tweets = []
for i from 0 to n do

Obtain Text of the Tweet (‘text’ column)
retrieve element from text_column at position index
if text is a string and (

text contains sarcastic_keywords Or
text contains interjections Or
text contains lexical_expression Or
text contains formulaic_expression Or
text contains foreign_terms Or
text contains rhetorical_statements Or
text contains specific_keywords)
then
if user mention resulted in match then

continue
else

add tweet to result.csv
Function SubstringAnalysis(text, keywords):

text← lowercase(text)
for each keyword in keywords:

if keyword is found in text:
for each keyword in keywords:

if keyword is found in text:
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Algorithm A8: Cont.

for each keyword in keywords:
if keyword is found in text:

return True
return False
End of for loop

End of Function
remove_duplicates()//function to remove any duplicates based on Tweet ID
Export result_potentially_sarcastic_Tweets.csv

Algorithm A9: Detect Tweets That Contain News

Input: Dataset
Output: CSV file with Tweets that contained News
File Path
Read data as dataframe
count = 0
for i from 0 to n do

Obtain Text of the Tweet (‘text’ column)
retrieve element from text_column at position index
RegEx to remove characters that are not alphabets
RegEx to remove URLs

if “news” in text:
count← count + 1

End of for loop
Function SubstringAnalysis(text, keywords):

text← lowercase(text)
for each keyword in keywords:

if keyword is found in text:
return True

return False
End of for loop

End of Function
remove_duplicates()//function to remove any duplicates based on Tweet ID
Export result_news_Tweets.csv

Algorithm A10: Fine Grain Sentiment Analysis

Input: Dataset
Output: CSV file with a fine grain sentiment label for each tweet
File Path
Read data as dataframe
English words: nltk.download(‘words’)
Stopwords: nltk.download(‘stopwords’)
Algorithm A7 for Data Preprocessing()
Initialize an empty list to store preprocessed text
corpus[]
for each i from 0 to n do

Obtain Text of the Tweet (‘text’ column)
Initialize classifier (return_all_scores = True)
apply classifier on the text
score []← scores for Anger, Disgust, Fear, Joy, Neutral, Sadness, & Surprise
max_value←maximum value in Score[]
label← class for max_value
append values to corpus

End of for loop
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Algorithm A10: Cont.

data = []
for each i from 1 to n do:

create an empty list tmp
append tweet id, text,score[],max_value, and label to tmp
append tmp to data

End of for loop
Write fields to a .CSV file
Export .CSV with tweet id, text,score[],max_value, and label for each Tweet
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