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Abstract: An intrusion detection system (IDS) is an important tool to prevent potential threats to
systems and data. Anomaly-based IDSs may deploy machine learning algorithms to classify events
either as normal or anomalous and trigger the adequate response. When using supervised learning,
these algorithms require classified, rich, and recent datasets. Thus, to foster the performance of
these machine learning models, datasets can be generated from different sources in a collaborative
approach, and trained with multiple algorithms. This paper proposes a vote-based architecture to
generate classified datasets and improve the performance of supervised learning-based IDSs. On a
regular basis, multiple IDSs in different locations send their logs to a central system that combines
and classifies them using different machine learning models and a majority vote system. Then, it
generates a new and classified dataset, which is trained to obtain the best updated model to be
integrated into the IDS of the companies involved. The proposed architecture trains multiple times
with several algorithms. To shorten the overall runtimes, the proposed architecture was deployed
in Fed4FIRE+ with Ray to distribute the tasks by the available resources. A set of machine learning
algorithms and the proposed architecture were assessed. When compared with a baseline scenario,
the proposed architecture enabled to increase the accuracy by 11.5% and the precision by 11.2%.

Keywords: machine learning; supervised learning; classified datasets; voting system; multitasking;
distributed; training time; accuracy; precision; IDS

1. Introduction

Cyberattacks are constantly performed against companies and institutions, and these
criminal activities may have different objectives, such as to disrupt services, steal confi-
dential information, or perform extortion [1]. The complexity and intelligence of attacks
evolves and, therefore, defense systems need to keep the pace to be effective [2]. To prevent
or mitigate the impact of these attacks, several tools and systems can be implemented, such
as firewalls, security information and event management (SIEM), access control lists (ACL),
intrusion detection system (IDS), and intrusion prevention system (IPS), among others.

An IDS is an important tool for a system administrator to prevent potential threats
to systems and data, as it aims to detect attacks against information systems and protect
these systems against malware and unauthorized access to a network or a system [3]. IDSs
monitor a network or system, and their detection method can be classified as a signature-
based or anomaly-based IDS. A signature-based IDS compares the monitored events against
a pre-programmed list of known threats/signatures and their indicators of compromise.
An anomaly-based IDS classifies the events either as normal or anomalous, according to an
expected behavior or pattern. In this method, the detection is triggered when the networks
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or systems’ behavior does not follow the normal behavior or defined pattern [4]. These
patterns and anomalies can be tested using machine learning algorithms.

Machine learning algorithms are used to train models using a given environment
or dataset. The learning process of machine learning algorithms can be divided into
three groups: unsupervised learning, supervised learning and reinforcement learning.
In supervised learning, the algorithm learns how to classify records from a labeled or
classified dataset. In unsupervised learning, the algorithm learns or draws inferences from
an unlabeled or unclassified dataset. In reinforcement learning, the algorithm interacts
with the environment to make decisions, and receives a reward for correct decisions and a
penalty for errors.

A company wishing to protect its networks, devices or services with an anomaly-
based IDS may use a supervised learning algorithm. However, for the algorithm to be
effective, it must count on a previously classified and updated dataset, which is not simple
to obtain or create. Classified datasets already available are not updated regularly, and
the use of automated tools to classify a dataset introduces errors and requires, to some
extent, human intervention. On the other hand, a dataset that only contains the company’s
own records will not allow the model or models to learn from different environments,
i.e., other companies. Thus, the effectiveness of these algorithms can be improved if
the supervised model uses richer datasets, containing records of different realities in a
collaborative approach, and is trained with multiple algorithms.

In this paper is proposed a centralized and vote-based architecture to generate classi-
fied datasets and improve the performance of supervised learning-based intrusion detection
systems. The proposed architecture is presented in Figure 1. The IDSs located in a set of
companies send their updated records, i.e., service logs (1), to a central system (master),
which applies them to multiple models based on different algorithms. Each model classifies
the record as an attack or not an attack, and then the classifications of records per model
are sent to a voting system to obtain the final classification of records and generate a new
and classified dataset. The updated datasets are trained to obtain an updated model to be
integrated into the IDS of the companies involved (2). All steps are carried out in a regular
basis, and each company sends a set of log records and receives a new model to improve
the IDS performance.
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Figure 1. Proposed architecture.
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The architecture is ready to use multiple algorithms to classify new records, and its
voting system ensures that these records are classified according to a majority decision,
thus increasing the reliability of the classification process. The generation of a dataset
using recent and diverse records enables to enrich the dataset, improving the accuracy and
precision of IDS over time. This architecture assumes the intensive and scalable training of
models, and this takes time and resources. To cope with these requirements and distribute
the training tasks, the proposed architecture is deployed with Fed4FIRE+ [5], a federation
of testbeds with scalable processing resources.

This paper is organized as follows. In Section 2, the related work is presented. Section 3
details the proposed architecture and its operation. Section 4 presents the validation tests,
the results and the analysis of the results. In Section 5, the conclusions are presented.

2. Related Work

An IDS protects corporations and institutions against cyberattacks by monitoring
multiple events in different agents and triggering alerts or actions [6]. IDSs can be classified
into two different types: host-based intrusion detection system (HIDS) and network-based
intrusion detection system (NIDS). The HIDS has capabilities of monitoring and analyzing
the internals of a computing system. The NIDS operates in a network where packets are
captured and analyzed to enable the implementation of adequate protective measures.
Ref. [7] presented a detailed study of these two types. It was concluded that the best choice
is dependent on purpose, risk and features. Regarding their detection method, IDS can be
categorized as signature based or anomaly based. In [8], a performance evaluation of these
modes is presented. The conclusion presented shows that both methods have a limitation
to detect known and unknown attacks.

As cyberattacks are constantly evolving, so IDS must also progress to be efficient [9].
A set of research works are focused on improving the operation and performance of the
IDS. Authors in [10] proposed an architecture to reduce the false alarm rate of the attack
detection. Authors in [11] proposed to prevent distributed denial of service (DDoS) attacks
by using the configuration features and rule adjustments of OSSEC and described the
operation of an algorithm used to distinguish real from false DDoS alerts. In order to
protect a set of machines, Teixeira et al. [12] implemented a platform to override false-
positives and false-negatives of OSSEC IDS. The proposed platform is able to apply an
override action in multiple agents, saving human intervention time.

Voting-based systems are also a research line that is used to improve the detection
performance of an IDS. Authors in [13] proposed an ensemble adaptive voting algorithm.
The results show that the final accuracy is improved with the use of an adaptive voting
algorithm. Panda et al. [14] designed a voting system to detect errors and concluded that it
performs efficiently in terms of a high detection rate and low false positive rate. Authors
in [15,16] implemented a voting system that uses probability mechanisms to define the
final classification. Mahfouz et al. [17] proposed an ensemble classifier model that includes
a voting system to improve the detection accuracy and true positive rate and decrease the
false positive rate. Authors in [18] proposed a voting system to decrease false alarms. The
results show that, when compared different deep learning models, false alarms can be
reduced up to 75%.

Machine learning can be used to adapt an IDS to the dynamic and complex nature of
the attacks [19]. According to Haripriya et al. [20], the main objective of applying machine
learning algorithms in an IDS focuses on obtaining a low false alarm rate and a high
detection rate. As highlighted in [21], using machine learning techniques in an IDS can
reduce the occurrence of false positives. The authors also pointed out that one or more
models should be used to increase the performance of their detection. In [22], Vikram et al.
implemented unsupervised learning algorithms in an IDS. The results demonstrate better
efficiency compared to IDS without machine learning, with an area under curve (AUC)
score of 98.3%. In [23], Anthi et al. proposed a IDS that uses a supervised approach to
detect a range of popular network-based cyberattacks. The performance of the proposal is
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greater than 90% and can successfully distinguish between malicious or benign activity.
In [24], the authors developed a supervised machine learning system on IDS to classify
network traffic, whether it is malicious or benign, with a detection rate of 94.02%. In [25],
four algorithms are compared to implement on IDS, and all of them have accuracy greater
than 96%. In [26], Rani et al. proposed an efficient method with a uniform detection system
based on the supervised machine learning technique that obtained an accuracy of 99.9%.
In [27], the authors implemented collaborative multi-agent reinforcement learning to make
the detection more efficient. The results are better in comparison with the baseline approach.
In [28], Latif et al. proposed a dense random neural network (DnRaNN) technique to detect
attacks in an IoT environment. The authors obtained an accuracy of 99.14% when using
binary classification and 99.05% when using multiclass scenarios. In [29], Kunal et al.
presented and compared various machine learning methodologies applied in IDS. Thus, it
is demonstrated that the efficiency of the algorithms used will vary according to the final
objective. To the best of our knowledge, none of the works presented previously proposed
a vote-based architecture of multiple IDSs to generate new datasets and improve their
performance in a collaborative approach.

The implementation of machine learning algorithms requires time and resources to
train. As highlighted by Mo et al. [30], a long training time can add significant costs. Long
training running time of the models leads to the use of distributed systems for an increase
in parallelization and total amount of I/O bandwidth [31]. Federated testbed platforms
exist for implementation, validation, and testing. The most considerable are Fed4FIRE+ [5],
GENI [32] and SAVI [33]. These platforms have a large system capacity and a rich set of
experimentation services.

To distribute tasks and enable parallel processing, multiple tools can be used. Authors
in [34] surveyed and tested the following open-source Python-based libraries for parallel
processing: Ray [35], Ipyparallel [36], Dispy [37], Pandaral-lel [38], Dask [39], and Joblib [40].
Authors in [41] created a distributed framework that uses Ray to manage millions of tasks
simultaneously. The proposed framework is claimed to offer programming flexibility, high
throughput, and low latencies. In [42], Dispy was used to manage distributing parallel
tasks among several computer nodes to decrease the execution time of specific tasks.

3. The Proposed Architecture

In Figure 2, the general operation of the proposed architecture is presented. In a
set of companies there is an IDS collecting unlabeled service logs from multiple agents
of different service types (e.g., FTP, MySQL, and HTTP). These logs are sent in real time
for a master system (1). The logs are sent to classifiers (2) that classify the logs (with
a binary classification using “attack” or “ok”) using different machine learning models.
This classified logs are sent to the master (3), where a voting system classifies each record
according to the majority. Then, it is created a new dataset categorized by service type, and
these new datasets are sent to the trainers (4) to be trained by different algorithms. A new
machine learning model is generated for each training (5), and the best model is deployed
on the IDS of companies (6).

The operation of the master assumes a set of classifiers and trainers, whose number can
be adjusted according to need. The records obtained from multiple companies and constant
learning will allow the different agents of the companies to improve the performance of
detection operation. At same time, the service logs of each company are not known by
other companies, which guarantees the privacy and industrial secrecy of their data.

In the first iteration for a given service, the architecture has no previously generated
dataset and thus, it comprehends an initial operation with a previously categorized dataset.
This initial operation is depicted in Figure 3. An external and categorized dataset is sent to
the master for the first training (1). This dataset is sent to be trained by different algorithms
in trainers (2). The different machine learning models are generated according to the
multiple services. Then, the generated models are deployed into classifiers (3). The master
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compares the different models and the one with the best accuracy and precision is sent to
the companies’ IDS (4).
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Figure 2. General architecture.

After the first iteration, the proposed architecture is ready to operate on a regular basis.
The companies start by collecting the service logs and sending them to the master. Figure 4
details the process of logs collection from the IDSs of the companies. In each company, a
set of agents produces their service logs; each agent may produce logs for a specific service
(e.g., FTP, and MySQL). These logs are sent to the IDS of the company, which is composed
of multiple anomaly-based IDSs, using machine learning, with a model for each service
type. These models classify each service log according to the machine learning model in
this IDS, and may provide an action against an event (such as to block detected attacks).
At the same time, an unclassified version of these logs is sent to the master to generate an
enriched dataset and provide an updated model.
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Figure 4. Unclassified logs collection from companies’ IDSs.

These unclassified logs are then received by the master, and its internal procedures
are depicted in Figure 5. When the master receives the unclassified logs from the IDS
of the companies (1), it uses a classification orchestrator to distribute the service logs by
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the classifiers (2) (i.e., Classifiers A, B and so on). Each classifier has different machine
learning models generated in the previous training for each service. The received logs are
categorized by the different models of the respective service, where each model sends the
classified log to the majority voting system (3). With an odd number of classifications, the
majority voting system outputs the logs with a classification voted by the majority (4). The
winning classified logs are sent to a dataset assembler, generating a dataset categorized
by service. When the dataset reaches a defined limit (e.g., more than 100,000 classified
records), the training orchestrator sends the generated dataset to a set of trainers (5) (i.e.,
Trainers 1, 2, and so on). In each trainer, the dataset is trained using a different algorithm
generating the respective models (6), which are then sent to the collector. The collector
replaces the models in the classifiers with the new generated models (7) and compares the
models to send to the IDS of companies the one with the best accuracy and precision (8).
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Figure 5. Master internal procedures.

The master’s internal procedures for classification, voting and dataset generation are
depicted in Figure 6. The master sends the multiple logs received from the companies to
the classifiers (2) to be categorized by different algorithms. The machine learning models
classify the logs based on the training, and the respective classification of each model is
sent to the majority voting system (3), that will output these logs classified by the majority.
Then, the winning logs are sent (4) to a data assembler, where a classified dataset with
recent logs is generated. After generating the dataset, the master requests a new training of
the machine learning models (5) with the generated dataset. The models are then sent to
the collector and comparator (6); it replaces models in the classifiers (7) and deploys the
best models (8) in the IDS of the companies.

In particular, the training, selection and deployment stages comprehend three phases,
depicted in Figure 7. In phase 1, the new classified dataset is trained by different algorithms
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in the trainers to generate new machine learning models. In phase 2, the new models are
deployed in the classifiers. The new machine learning models are used in the voting system
that classifies the most recent records received from the companies as shown previously
in Figure 6. Finally, in phase 3, the model with better accuracy and precision is sent to the
IDSs of companies to increase their performance in detecting attacks.
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[FTP] Login OK 10.100.100.30 OK-FTP OK-FTP OK-FTP 
[FTP] Login Failed 10.100.100.40 Attack-FTP Attack-FTP Attack-FTP 

...

Classified Dataset - dataset_voteMySQL
[MySQL] Login Ok 10.20.20.10 OK-Mysql  
[MySQL] Login Failed 10.20.20.20 Attack-Mysql  
[MySQL] Login OK 10.20.20.30 OK-Mysql 
[MySQL] Login OK 10.20.20.40 OK-Mysql 

...

(4)

Master
Vote,  
Train,  

Select & 
Deploy

Figure 6. Master internal procedures for classification, voting and dataset generation.

The proposed architecture assumes the regular training of different machine learning
models, which is a time- and resource-consuming task. In order to be implemented, scalable
testbeds and parallel processing tools can be used.
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...

Master
Vote,  
Train,  

Select & 
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Company B  

Company A  

IDS_A

IDS_B

Figure 7. New training, selection and deployment.

4. Results and Analysis

The proposed architecture was evaluated in a set of validation tests. The initial
operation requires a classified dataset and thus, datasets such as NSL-KDD [43] (based on
KDD’99 [44]), UNSW-NB15 [45], or CICDDoS2019 [46] can be used. These datasets were
built with records from 2009, 2015, and 2019, respectively. In the validation tests, the most
recent one, CICDDoS2019, was used. This dataset features 50 million records from 2019,
distributed by 14 different labels, according to Table 1.

Table 1. Number of instances in the CICDDoS2019 dataset.

Attribute (Class Label) Number of Instances

DDoS_WebDDoS 439

Benign (legitimate traffic) 56,863

DDoS_Portmap 186,960

DDoS_UDP-Lag 366,461

DDoS_NTP 1,202,642

DDoS_SYN 1,582,289

DDoS_LDAP 2,179,930

DDoS_SSDP 2,610,611

DDoS_UDP 3,134,645

DDoS_NetBIOS 4,093,279

DDoS_MSSQL 4,522,492

DDoS_DNS 5,071,011

DDoS_SNMP 5,159,870

DDoS_TFTP 20,082,580

After defining the dataset, a selection of the machine algorithms that will train the
dataset, in the trainers, was performed. The goal is to have an odd-numbered set of trainers,
each with a machine learning algorithm; for the current validation tests, three algorithms
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needed to be selected. The best three algorithms were selected from the following range:
decision tree classifier, random forest classifier, K-nearest neighbors, simple logistics, and
support vector machine. These five algorithms were compared in terms of accuracy,
precision and execution time when using the following four subsets of records from the
CICDDoS2019 dataset:

• Subset A—collected using 186,960 records categorized as DDoS_Portmap and 4734
as Benign. Oversampling over minority class was applied and resulted in a balanced
dataset with 373,920 records (186,960 DDoS_Portmap and 186,960 Benign);

• Subset B—collected using 782,590 records categorized as DDoS_UDP and 1071 as
Benign. Oversampling over minority class was applied and resulted in a balanced
dataset with 1,565,180 records (782,590 DDoS_UDP and 782,590 Benign);

• Subset C—collected using 1,289,043 records categorized as DDoS_SNMP and 925 as
Benign. Oversampling over minority class was applied and resulted in a balanced
dataset with 2,578,086 records (1,289,043 DDoS_SNMP and 1,289,043 Benign);

• Subset M—collected using 1,059,153 records (125,032 DDoS_DNS, 54,490 DDoS_LDAP,
112,410 DDoS_MSSQL, 101,756 DDoS_NetBIOS, 17,740 DDoS_NTP, 128,951 DDoS_SNMP,
65,155 DDoS_SSDP, 39,551 DDoS_SYN, 300,367 DDoS_TFTP, 77,466 DDoS_UDP, 14,280
Portmap and 21,955 Benign). Although this subset contains records from several
datasets and therefore has multi classification, it was adjusted to also have binary
classification (Attack, Benign).

Before the subsets were trained, a feature selection was made based on the most
important features. In parallel, to balance subsets A, B and C, oversampling techniques
were applied. For this, the imbalanced learn library from scikit-learn was chosen, using the
synthetic minority oversampling technique (SMOTE) method with the minority argument
to resample only the minority class and with the seed at 7. There was a part of the
subset (30%) that was not trained to later test the model created. In the end, the model
obtained the same accuracy values using the training dataset part and the test dataset part,
demonstrating that there was no overfitting. Underfitting was resolved naturally by using
the most important features.

Table 2 presents the accuracy obtained by each algorithm for each subset. From the
results obtained, it can be verified that the subsets with records by service (subsets A, B
and C) presented an accuracy ranging from 86% to 93%. In turn, the results of subset
M (records of multi services) presented a lower accuracy ranging from 79% to 81%. The
accuracy results show that the best three algorithms are the random forest classifier, the
simple logistics, and the decision tree classifier.

Table 2. Results of the accuracy of each algorithm for each subset.

Accuracy (%)

Algorithm Subset A Subset B Subset C Subset M Average

Random Forest
Classifier 93.25 91.54 92.93 81.26 89.75

Simple Logistics 92.38 91.16 91.27 80.93 88.94

Decision Tree
Classifier 91.48 91.22 92.51 80.56 88.94

K-Nearest
Neighbors 91.87 90.91 92.57 79.27 88.66

Support Vector
Machine 88.83 86.12 91.34 80.19 86.62

Table 3 presents the precision for each algorithm for each subset. From the results
obtained, it can be verified that the subsets with records by service (subsets A, B, and C)
presented a precision ranging from 88% to 93%. In turn, the results of subset M (records of
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multi services) presented a precision ranging from 80% to 82%. The precision results show
that the best three algorithms are the random forest classifier, the decision tree classifier,
and the simple logistics.

Table 3. Results of the precision of each subset for each tested algorithm.

Precision (%)

Algorithm Subset A Subset B Subset C Subset M Average

Random Forest
Classifier 91.96 91.46 92.61 81.75 89.45

Decision Tree
Classifier 90.31 91.88 92.83 80.54 88.89

Simple Logistics 91.36 91.45 90.78 80.35 88.49

K-Nearest
Neighbors 90.93 89.52 91.82 79.79 88.02

Support Vector
Machine 90.19 88.04 90.71 80.04 87.25

From the results presented in Tables 2 and 3, it is observed that the highest values
regarding accuracy and precision were obtained for the datasets with records per service
(Subset A to C).

Table 4 presents the elapsed runtime for each algorithm and per subset. To obtain
these results, each algorithm and subset was trained using a workstation featuring an
Intel® CoreTM i5-9400 CPU @ 2.90 GHz, with 32 GB of RAM. From the results obtained,
the decision tree classifier, the simple logistics, and the random forest classifier algorithms
trained in a shorter time, in average, than the K-nearest neighbors and support vector
machine algorithms.

Table 4. Elapsed runtime results for each algorithm and per subset.

Elapsed Runtime (s)

Algorithm Subset A Subset B Subset C Subset M Average

Decision Tree
Classifier 2 5 16 4 6.75

Simple Logistics 124 37 18 238 104.25

Random Forest
Classifier 161 782 1489 472 726.00

K-Nearest
Neighbors 426 6333 19,069 2988 7204.00

Support Vector
Machine 1034 17,919 47,896 1834 17,170.75

In order to test the performance of the proposed architecture, their components (the
master, the classifiers, and the trainers) were implemented in Fed4FIRE+ with Ray to dis-
tribute tasks by the available resources (other federated testbed platforms and distributed
tasks tools could be used in the case that they present similar specifications). From the
preliminary tests regarding models accuracy, precision, and elapsed runtime, the decision
tree classifier (DTC), the random forest classifier (RFC), and the simple logistics (SLog)
were selected to be deployed in the classifiers. The datasets are generated per service, as
they present higher results for accuracy and precision, and they are generated in the dataset
assembler, each 100,000 classified records. Five samples of the main CICDDoS2019 dataset
were prepared and tested in two scenarios: “baseline” and “proposed architecture”. The
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samples were obtained from the “DDoS_TFTP” service, and each sample (Sample #0 to
Sample #4) includes 200,000 random records, sequential in time (i.e., if the first sample is
collected from 14 to 16 h, the following is from 16 to 20 h).

Sample #0 was used for the initial operation. It was trained in the trainers using the
three algorithms selected, and generated three machine learning models. The accuracy
and precision results for Sample #0 using the three models are presented in Table 5. The
results show that the decision tree classifier was the best regarding accuracy and precision,
and thus, it was selected as the model to evaluate the next sample, i.e., Sample #1, in
both scenarios.

Table 5. Accuracy and precision for Sample #0.

Sample #0

Algorithm Accuracy (%) Precision (%)

Decision Tree Classifier 93.04 91.85

Random Forest Classifier 92.43 91.07

Simple Logistics 91.78 90.32

In the baseline scenario, the decision tree classifier model was deployed directly in
an IDS and tested with the remaining four different categorized samples to obtain their
accuracy and precision. In the proposed architecture scenario, the remaining procedures are
depicted in Figure 8. The three models were deployed in the classifiers, and the decision tree
classifier model was loaded into the IDS. This model was tested with Sample #1 to calculate
the accuracy and precision (1). Each sample was sent, unclassified, to the master (2), and
the classifiers categorized each sample; these samples were classified by the majority voting
system (3). The classified samples were sent to trainers (4), and each model was deployed
in the classifiers, with the best deployed in the IDS (5). The process was repeated for all
remaining samples, and the classifiers had the models generated by the training of the
previous sample. In the execution of the tests presented above, for each sample tested in
each architecture, the accuracy and precision of the model were obtained to compare the
results.

Table 6 presents the models used for each sample for the baseline and for the proposed
architecture. In the baseline, there are no new trainings, so the model used was always
the result of the training of Sample #0, that is, the decision tree classifier. In the proposed
architecture, with each new training, the best model is sent to the IDS, and thus, the
decision tree classifier was selected for Sample #1, the random forest classifier was selected
for Sample #2, and the decision tree classifier was selected for Samples #3 and #4.

Table 6. Models used for the baseline and the proposed architecture scenarios.

Baseline Proposed Architecture

Sample #1

Decision Tree Classifier

Decision Tree Classifier

Sample #2 Random Forest Classifier

Sample #3 Decision Tree Classifier

Sample #4 Decision Tree Classifier
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Figure 8. Proposed architecture scenario.

Tables 7 and 8 present, respectively, the accuracy and the precision values for each
sample tested, and their difference in percentage points (p.p.) and percentage, in the
baseline and in the proposed architecture scenarios.

Figure 9 draws the results of Tables 7 and 8. From these results, it can be verified
that in the proposed architecture, as the model is always trained with a dataset that was
categorized with the contribution of several algorithms, both the accuracy and the precision
improve over the time. After four consecutive iterations in the proposed architecture, the
accuracy increased by 9.82 p.p. or 11.51%, and the precision increased by 9.67 p.p. or
11.21%, when compared to the baseline scenario.

Table 7. Accuracy results of baseline and proposed architecture scenarios.

Baseline
(B)
(%)

Proposed
Architecture

(PA) (%)

PA-B
(p.p.)

PA-B
(%)

Sample #1 87.85 87.85 0 0

Sample #2 87.17 93.27 +6.10 +6.99

Sample #3 88.81 94.89 +6.08 +6.85

Sample #4 85.29 95.11 +9.82 +11.51
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Table 8. Precision results of baseline and proposed architecture scenarios.

Baseline
(B)
(%)

Proposed
Architecture

(PA) (%)

PA-B
(p.p.)

PA-B
(%)

Sample #1 91.76 91.76 0 0

Sample #2 89.49 95.39 +5.90 +6.59

Sample #3 90.22 95.77 +5.55 +6.15

Sample #4 86.27 95.94 +9.67 +11.21
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5. Conclusions

An IDS assists system administrators by preventing and actuating on potential threats
to systems and data. Anomaly-based IDSs can use machine learning algorithms to classify
events either as normal or anomalous. When using supervised learning, these algorithms
learn how to classify records from classified datasets. In order to improve the performance
of the classification algorithms, the datasets should be recent, contain data from different
sources in a collaborative approach, i.e., from different companies, and be trained with
multiple algorithms.

In this paper, a centralized and vote-based architecture is proposed to generate clas-
sified datasets and improve the performance of a supervised learning-based IDS. The
proposed architecture uses records from multiple IDS that are classified with multiple
models, and it uses a majority vote system to generate richer and classified datasets. These
datasets are then used to train, and the best models by service are deployed in each IDS.

The performance of five machine learning algorithms (decision tree classifier, random
forest classifier, K-nearest neighbors, simple logistics, and support vector machine) was
assessed regarding their accuracy, precision, and elapsed runtime values, and three algo-
rithms (decision tree classifier, random forest classifier, and simple logistics) were selected
to validate the architecture. In order to test the performance of the proposed architecture, its
components were implemented in Fed4FIRE+ with Ray to distribute tasks by the available
resources. Five samples of the CICDDoS2019 dataset were prepared and used in a testbed
designed and deployed to assess the proposed architecture against a baseline scenario.
From the results obtained, the proposed architecture was able to generate classified datasets
and choose the best model in each iteration, enabling an increase of 11.5% in accuracy value
and an increase of 11.2% in the precision value in the four tested iterations, when compared
to the baseline scenario. This best model can then be applied to the IDSs of each company,
to improve their attack detection performance.

Future efforts may be developed to balance the trade-off between complexity and
elapsed execution time against detection performance. Furthermore, the current proposal
can be tested using deep learning models and against other types of attacks and datasets.
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