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Abstract

:

In the last few years, the evolution of new Information and Communication Technologies (ICT) and networks has enabled the appearance and development of several platforms and tools that serve to operate and distribute the learning content. In some particular domains, especially the scientific one, learners need to work on practical activities, using specific products and equipment to complete, consolidate, or verify their conceptual acquisitions. However, facing the increasing number of learners in Moroccan institutions, it becomes hard and expensive for developing countries, like Morocco, to ensure the appropriate conditions for each learner to perform such activities. The majority of the suggested platforms and tools cannot solve this issue, because of their inefficiency regarding offering students good interactive practical activities. Virtual Reality (VR) and the Internet of Things (IoT), as the two most incredible technologies of the last few decades, can be used as an alternative to create a virtual environment where the learner can carry out practical activities like in the real world. In such an environment, learners interact with both virtual and physical objects. In this research paper, we propose a new approach based on VR and IoT to enhance learning by providing learners with an educational space where they can perform some practical activities. The hybrid proposed approach has been used to create a virtual environment where learners (the final year of high school) can measure ultrasonic velocity in the air. The evaluation results show that the manipulation and coupling of real objects with virtual 3D objects increases in a striking way the learning outcomes of learners, as this allows them to feel linked to the real context.
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1. Introduction


Virtual learning has increasingly been dominating our educational systems in their various stages: from primary school to university. These new modes have already been adopted worldwide in an extensive and unprecedented fashion. For instance, in Morocco, while this trend in learning is still novel, some local institutions launched the creation of MOOC (Massive Open Online Course), with the primary aim of promoting the mobility of people, knowledge, and information. This substantial move has allowed learners who lack the opportunity to attend regular classes to pursue education and career training under convenient conditions. Furthermore, many educational offerings by universities, such as Moodle, allow virtual practical training. This innovative technological platform enables educational institutions to design compelling online courses and e-learning spaces. In addition to acquiring theoretical knowledge, learners are required to carry out some level of practical work experience to supplement and strengthen their learning, by conducting technical or scientific experiments. Unfortunately, most e-learning environments in place among local educational institutions in Morocco suffer a tremendous lack of practical, hands-on experience for beneficiaries.



While Internet technology has led to the advancing and altering of the course of classic education globally, by providing limitless possibilities for learning, innovation, and interaction between learners and teachers, it has paved the way toward an even greater development: the Internet of Things (IoT) [1,2]. Beyond merely connecting different devices, it has come to connect a set of things (from our living environment), such as home appliances and transportation. IoT can be described as a kind of rapid, growing network generation, where smart devices, things (objects), and people can be connected. Things in the IoT network are embedded into microcontrollers, sensors, and software that ensure data collection and exchange. The collected data can be processed to enable decision making. According to Cisco’s experts, over 50 billion devices (Figure 1) will connect to the Internet in 2020 (https://newsroom.cisco.com/feature-content?type=webcontent&articleId=1208342). Consequently, various applications of IoT, including in education, are promising. IoT allows the proposition of new hybrid systems, by the confluence of physical objects with the digital world. One solution it offers is the powerful combination between Virtual Reality (VR) [3] and IoT. VR and IoT share the same philosophy: merging the digital and physical worlds, although in opposite directions. IoT is, on the one hand, characterized by bringing and making physical objects part of the virtual, digital environment; whereas, VR deals with making digital environments seem realistic. We believe that merging IoT and VR will widen the possibility for innovations in the education sector; such a solution can also improve the effectiveness of both the learning/training process and educational institution’s infrastructure.



The key novelty of this paper is the proposal of a non-immersive VR, IoT-based approach to allow Moroccan learners to consolidate their conceptual learning by carrying out some practical activities in a novel manner. With local schools and universities in Morocco being overcrowded, it becomes challenging to meet their needs for adequate education and training due to the lack of sufficient equipment. Having this solution will undoubtedly alleviate the barrier that stands in learners’ way to better practical training.



Our choice for IoT is justified by the fact that learners live in a world where digital devices constitute a vital part of their daily lives. We believe that we can take advantage of their proficiency in using these modern tools in order to stimulate their thirst for learning and enable them to become the leaders of tomorrow. Other benefits include allowing each learner to learn at her/his own pace. For example, by using a smart handheld device, we can create tools that immerse the learner in a series of mathematical problems. Learners will keep track of their progress in a timely manner. Instructors will be able to monitor each learner’s progress as well.



Additionally, the coupling of VR with IoT will give rise to a promising technology that can be used to create a virtual environment where the learner is an actor that can “learn by doing”, through the interaction with the 3D virtual objects. Ultimately, an educational environment based on VR and IoT can solve the problem of the equipment/product insufficiency. Such an environment can provide learners with rich, interactive learning contents where they can:

	
Perform tasks safely;



	
Participate in learning situations that require repetition easily;



	
Participate in learning situations that are too expensive to implement in reality.








The rest of the paper proceeds as follows: Section 2 describes some existing projects and work as a background. In Section 3 and Section 4, we give a brief definition of IoT and VR and some of their domain applications, respectively. Section 5 reviews the related work in the literature. The fundamental components of our approach are presented in Section 6. In Section 7, we discuss the obtained results after a case study. Finally, Section 8 concludes the paper.




2. Background


As deeply studied over the last few years, technology can play a vital role in enhancing the quality of learning and competencies’ acquisition [4,5,6]. Many educators and researchers have highlighted the necessity of putting learners in an authentic environment where they can be self-motivated and self-directed [7]. Those kinds of authentic environments are produced by merging both virtual and real environments [5,8]. In recent years, several projects have been conducted to increase the quality of learners’ skills and therefore prepare them to participate effectively in the 21th Century economy. Singapore, for example, has implemented a national project where technology plays a vital role in enhancing education [9]. Another ambitious project was launched in April 2012 in the United Arab Emirates (UAE); the project, named the Mohammed Bin Rashid Smart Learning Program (MBRSLP), is an initiative that aims at making schools across the country adopt digital strategies in their classrooms. The present work comes in this context; it aims to propose a new approach based on IoT and VR to offer learners an authentic environment where they can learn more flexibly and smoothly and therefore be prepared to integrate this with a productive life.




3. Internet of Things


IoT has gained significant attention in the past few years among industrialist, policy makers, personal users, and technologists. The key concept of the Internet of Things (IoT) paradigm is reducing the existing gap between digital and physical worlds. The IoT extends the actual form of the Internet to a network of connected people and objects (things). Within the IoT, objects obtain intelligent behavior as they can collect, exchange data, and make decisions. The data gathering and exchange are guaranteed thanks to microcontrollers, sensors, and software embedded in objects.



The core of the IoT paradigm lies in the fact that personal devices (e.g., smart phones, tablets) play the role of a gateway that links people, the physical and the digital world (see Figure 2). Thus, IoT allows the existence of the people-to-people, people-to-objects, objects-to-people, and objects-to-objects information exchange paradigms.



IoT has been extensively applied in a wide-ranging scope; in fact, IoT applications can embrace all human-object activities, such as:

	
Smart home: With the increasing demand for human comfort and safety, many appliances and equipment have come into our households to ensure our wellbeing and comfort. There is a possibility to make our lives more comfortable, more convenient, and much easier: this is achieved through the management of all those appliances. Yet, managing them is a challenge. To surpass this problem, many proposals and solutions based on IoT have been given [10,11,12].



	
Transportation: Several contributions have been suggested based on IoT that aim basically at transforming the transportation systems. The Internet of Things (IoT) is basically transforming the transportation systems: transportation-based IoT systems will optimize the traffic and allow tracking, delivering of merchandise, improving economics, public safety, and the environment [13].



	
Environment: IoT can be used to track the variation of some environmental parameters such as temperature, humidity, and light level. The main goal of this task is to define the quality of the surrounding environment in which we are living [14].



	
Healthcare: Healthcare represents a field in which IoT can be wildly applied. Medical devices can be considered as smart objects. Healthcare services based on IoT can play a major role in reducing costs, increasing the quality of life, and keeping patients safe and healthy [15].









4. Virtual Reality


The term Virtual Reality (VR) [3] refers to a computer technology that simulates the physical presence of a user in an artificially-generated environment. VR gives the possibility to perform in real time a certain number of actions defined by one or more computer programs and, therefore, to experience a certain number of visual, auditory, or touch sensations. VR applications can be divided into two types:

	
Simulations of a real environment for training or educational purposes.



	
Imagined environments for entertainment purposes: games or interactive stories.








VR applications can be found in almost every field. VR has been applied in the medical field; for instance, in [16], VR is used to create training simulators for knee, hip, and other orthopedic surgeries. VR is used also in anxiety disorder therapy [17]. VR is applied as well in the field of warfare [18,19]. Furthermore, VR has been applied widely in the engineering field, such as machine assembly [20,21].




5. Related Works


In this section, we present related work on the utilization of IoT and VR in the field of education. Those related works are divided into three categories: (i) VR and IoT in education, (ii) IoT in education, and (iii) VR in education.



5.1. IoT and VR in Education


Works coupling IoT and VR in education are very scarce. In [22], the authors proposed a new paradigm: the Virtual Environment of Things (VEoT). Their proposition aims at integrating real-world objects and virtual-world objects/avatars. To validate the VEoT paradigm, a VEoT-based NVE (Networked Virtual Environment), called X-Campus, has been implemented. The goal of X-Campus was to guide users to navigate in the building of the National Central University. In [23], the authors built a prototype of a smart campus based on IoT and VR. Furthermore, ref. [24] presented a virtual space based on VR and IoT. In [25], the authors gave some ideas about between VR and IoT in the remote control domain. The authors in [26] outlined different reasons for and benefits of using Augmented Reality (AR) with IoT.




5.2. IoT in Education


The Internet of Things has been extensively applied, including in education. Several contributions have been suggested in the literature using IoT in the educational field. For instance, in [27], the authors scrutinized the effectiveness and the necessity of using IoT in SCC (Smart College Campus); furthermore, they tackled the matter of using IoT for a smart campus application, where the classrooms have access to e-learning applications with the assistance of IoT tools. In [28], based on IoT, the authors suggested a system they used for the courses on computer hardware parts at the UCC (University of Cordoba Colombia). In their examinations, the internal components of the computer were marked with NFC (Near Field Communication) and QR code (Quick Response code), permitting the link with virtual objects. To certify their suggestion, the learners were split into two separate groups: an experimental and a control one. The final outcomes proved that those who did not use IoT missed their goals simply because they mostly relied on lectures; however, those who had access to IoT met them. Another work [29] presented an interactive model based on IoT that was aimed at English language teaching. The model relied on visual sensors and voice sensors that could correct English learner’s mouth shape and pronunciation by comparing with the standard shape of the mouth and pronunciation, which included software. Moreover, the authors in [30] investigated the possibility of combining IoT with learning analytics techniques. The goal was to analyze learner’s learning process, which would enable them to obtain the feedback they need to establish an effective lifelong learning environment. Another study talked about the impact of four different technologies on education; namely, cloud computing, IoT, data mining, and triple play were suggested in [31]. An additional study [32] discussed the application of IoT in education. The idea is about suggesting an educational IoT-based model with physical-machine object authentication. In this research [33], the authors split the application of IoT in education into four different categories: monitoring student’s healthcare, energy management, classroom access control, improving teaching and learning, and real-time ecosystem monitoring. Afterwards, they analyzed the impact of those applications on the education business model. Furthermore, in [34], the authors proposed an architecture based on IoT, GPS (Global Positioning System), and Global System for Mobile (GSM) technologies for an e-learning system. In [35], the authors suggested an interesting work. They have proposed a learning system called F-learning (Free learning). F-learning is the result of applying IoT to an e-learning system. Their system utilized available learning resources all over the world and allowed students to learn anywhere and anytime. In [36], the authors proposed a work in progress at OUC (Open University of Catalonia). The goal of the paper was to expand the existing distance learning system of OUC by the integration of IoT technology, also increasing the motivation of learners enrolled in OUC. The research in [37] describes a distance learning platform for architecture teaching. Information is collected and exchanged rapidly thanks to the three interlinked networks based on IoT technology. The authors in [38] outlined some of the IoT impacts on e-learning systems. On the other hand, they also proposed a smart learning model based on IoT. The research paper [39] outlined an ongoing research project based on the IoT paradigm. It was about the design of an educational learning tool based on IoT for the disenfranchised primary school students in the north of Thailand. In [40], a practical implementation of IoT was done at the Information Engineering Department of Padova University (Italy). Their primary focus was to develop a web service model for Wireless Sensor Network (WSNs) and to come up with a framework to be validated through a case study.




5.3. Virtual Reality in Education


The work in [41] proposed a virtual lab based on VR where learners can perform the virtual assembly of instruments. VR is also used to create interactive 3D virtual laboratories to learn chemistry [42]. In [43], VR was used to create a 3D environment to teach students the special relativity concept. In [44], the authors presented a survey of different works related to the use of VR in dental education.





6. Proposal


6.1. Working System


The present work is a continuation of our previous work [45]. The main purpose of the proposed system is three-fold: (1) increase the learning outcomes of learners by the creation of an environment that is engaging, motivating, and efficient; (2) deal with the equipment insufficiency problem that almost all Moroccan educational institutions suffer from; (3) increase the rate of using new technologies in education inside the educational institutions. The architecture of the proposed system and the technologies involved are shown in Figure 3.



In this architecture we adopt a back-end solution to separate our system into distinct sections. Our system consists of four parts:

	
Android app: This is an Android application used by the learner. The main role of this application is QR code reading, 3D object display, and communication with other system components.



	
Web app: This web application is reserved for the teacher. Through this application, the teacher can create a pedagogical scenario to lead the learner to achieve the learning objectives. The web app typically includes the HTML, CSS, and JavaScript that creates pages, menus, buttons, and everything else that forms the basis of what the teacher sees in his/her web browser.



	
Databases: The proposed architecture uses two databases, one that contains 3D objects and the other that contains the learner’s profiles. This second database is used by the teacher to generate tailored pedagogical scenarios.



	
Back-end sever: The back-end server allows the communication between all the components above. Its main role is to verify information via the back-end databases, and the relevant information is then presented to the user (learner/teacher). It is built using Java EE, Java, and Spring codes.








The proposed architecture is the result of the confluence of IoT and VR technologies. This environment is based on the simplest VR form: A non-immersive VR application. It is a set of 3D objects that can be manipulated and explored interactively from a personal smart device. The content of the 3D object can be moved in different directions and zoomed in or out. Using the proposed system, learners can interact and manipulate both physical and virtual objects. Each one of the physical objects is associated with a 3D object.



Physical objects can be marked using two kinds of visual tags: NFC (Near Field Communication) or QR code (Quick Response code). We choose to tag the physical object with QR code, because it is free and very easy to use. QR codes used in the experiment were made using the free tool: https://fr.qr-code-generator.com/. Once the QR code is read, it delivers information instantly. This information may be of a very different nature: link to a web page, displaying text or an image, playing a sound, or a video. It is necessary to have a phone or tablet with a camera and an application that reads QR codes. The flowchart of the QR code reading process is shown in Figure 4.



When the learner brings his/her handheld device near the physical object and scans the QR code, the “reader” decrypts data included in the QR code and sends them to the “3D object management interface”, which sends these in turn to the “back-end” server, which checks the received data. If the data match the details of a 3D object stored in the “3D objects database”, then the “back-end” server loads the 3D object in JSON (JavaScript Object Notation) format. Afterwards, the 3D object (JSON file) is delivered by the “back-end” server to the “3D object management interface”, which displays the 3D object on the learner’s screen using a graphical user interface. At that moment, the learner can manipulate the 3D object and see all details, the usefulness, and the information related to the object. The 3D virtual objects were made using the famous game engine Unity (https://unity3d.com).



The proposed system is an educational space that allows learners (final year in a high school) to carry out a practical activity to measure ultrasonic velocity in air. The setup of this experiment is shown in Figure 5.



The measuring devices consist of an ultrasonic transmitter, Receiver 1, Receiver 2, a ruler, and an oscilloscope. An ultrasound wave is a disturbance sound of 40 kHz in frequency. Ultrasounds are emitted by the ultrasonic transmitter and detected by Receiver 1 and Receiver 2. To measure ultrasonic velocity in air, the learner must follow the given steps:

	
Set the generator in the “salve mode” and the oscilloscope in scanning mode;



	
Set the oscilloscope to get one or two bursts on each input;



	
Determine the time difference τ between the beginnings of two bursts;



	
Measure the distance d;



	
For the measurement to be sufficiently accurate, it is necessary to repeat Step 3 with different values of the distance d.



	
Use the relationship: v=dτ to measure the ultrasonic velocity in air.








Let us suppose now that there is only one copy of each device, which is insufficient to allow a large number of learners to perform the experiment. To solve this problem, our system can help: we tag each device with a QR code, then each learner opens the camera of his/her handheld device and scans the QR code. Figure 6 shows this process when a learner scans the QR code of the oscilloscope device.



When the leaner finish scanning all the physical objects, the whole 3D objects are shown constituting a 3D environment that allows learners to do the experiment of measuring the ultrasound velocity. We have highlighted the important role that can play IoT and VR technologies in promoting learning. However the focus should not be restricted on the technological side but it should take into consideration the pedagogical side. To exploit the interaction of a learner with the environment and therefore lead him/her to reach of the objective of learning (e.g., Measure ultrasound velocity), the teacher creates a pedagogical scenario.



In this paper, we have used the approach based on [46] to generate the appropriate pedagogical scenarios for each learner. The pedagogical scenario specifies generally five types of information [46]:

	
Learning objectives: It is basically a text file that describes the predetermined skills and knowledge to be achieved by learners that accomplish the pedagogical scenario.



	
Prerequisites: These are skills and knowledge necessary for a learner so he/she can start an educational activity correctly.



	
Roles: they describe roles of everyone involved in an educational activity.



	
Activities: They consist of describing educational activities (the basic component of the pedagogical scenario) performed in the environment by the learner.



	
Resources: These are the resources necessary to accomplish a learning session perfectly (audio file, images, etc.). These kinds of resources can be used, as well as a tool to guide (assistant) a learner in case he/she cannot finish a task after several attempts.



	
Environment: It describes the context of the execution of the learning activity, and it contains additional resources necessary for the execution of the activities. In our case, it is the virtual environment for training.








In Table 1, we give an extract of the pedagogical scenario in XML format:



The XML file that describes the pedagogical scenario is delivered by the “back-end” server to the Android app to be executed.




6.2. Security and Privacy


The complimentary relationship that characterizes both IoT and cloud computing allows, for example, a user with a mobile device to access information in real time, anytime, anywhere [47]. Despite the numerous advantages this dual technology offers, the challenge remains with regards to security and private data protection for its users. To secure user data and applications, many solutions and frameworks have been suggested and implemented. For instance, the authors in [48] focused on the the human factor of system security by developing a security awareness training framework. The main role of the framework was to train operators of critical infrastructure on various social engineering security threats. The research work [49] suggested a formal probabilistic framework for process learning to compose Service-Specific Overlays (SSO) in cloud networks. An additional work [50] discussed the requirements model for the runtime execution and control of an intention-oriented cloud-based application. Furthermore, a secured objective-driven programming model created automatically at runtime by the PAA (Provisioning-Assurance-Auditing) cloud engine along with the XACML (eXtensible Access Control Markup Language) security annotation representation was presented in [51]. In [52], the authors summarized previous investigatory research that aimed at managing the numerous physical and virtual components in cloud computing.



In this paper, we used the Spring security framework, which provides both authentication and authorization support to secure Java application. It comes with the implementations of popular security algorithms. On the one hand, we can use either mechanisms provided by the framework or use additional systems for the authentication process. For example, Spring security allows us to authenticate via an LDAP (Lightweight Directory Access Protocol) directory, OpenID, JAAS (Java Authentication and Authorization Service), Kerberos, and many others. On the other hand, Spring security makes it easy to add authorizations to web requests, methods, or even objects.





7. Results


The participants of this experiment were students from three classes of the final year in a high school. After a preliminary test, we chose 30 (12 females and 18 males) learners who had the equivalent basic knowledge level required to participate in the experiment. Afterwards, the selected learners were separated randomly into two independent groups (15 learners in each group). For the experimental group, learners used the learning system based on IoT and VR, while the control group took only a theoretical course. Table 2 shows the results obtained after a post-test. The post-test consisted of 10 questions divided into two types of questions: true or false (four questions) and multiple choice questions (six questions). The results of the experimental group were significantly better than the results achieved by the learners who had only the theoretical course.



The scores obtained by students varied in an interval between zero and 20. Good results were when the obtained score was greater than or equal to 10/20, and bad results were when the obtained score was strictly lower than 10/20.



Finally, to get some feedback from learners who participated in this experiment (experimental group), we asked them to fill in a questionnaire about several sides of the proposed system. The questionnaire contained eight questions. The results are shown in Table 3.



Analyzing the learners’ responses to the questionnaire, the results were very encouraging regarding different aspects of the learners’ interaction with the system.



In fact, the survey showed that all learners (100% of responders) found the proposed educational space fun to use. In addition, 86.66% strongly agreed that performing the virtual practical activity made them feel more independent. Furthermore, 80% of learners strongly agreed that the design of the 3D components seemed realistic, allowing them to feel closely connected to reality. Only 6.66% of learners surveyed kept their responses neutral. When asked if they would be willing to participate in similar experiments in the future, 100% of learners expressed their approval. To the statement “It helped me understand the environment”, 93.66% of learners surveyed reported that they strongly agreed, and only 6.66% abstained. In addition, 86.66% and 6.66% of learners strongly agreed and agreed, respectively, that they felt comfortable during the experiment, while only 6.66% of the learners were indifferent. As the questionnaire responses had unanimously shown, this virtual practical activity is a new, intriguing concept for learners; therefore, the vast majority of our sample exhibited a high degree of motivation for such exciting, educational experiments, affirming their desire to perform them autonomously if given the opportunity in the future.




8. Conclusions


We have outlined in this paper a new hybrid approach to enhance learning by making education more engaging, motivating, and relevant for learners. The idea was merging two of the most powerful and wonderful technologies of the last few years (VR and IoT). The proposed approach was used to create an educational space allowing learners to measure the ultrasonic wave’s velocity in air. In this respect, we thought, as a step forward, that our approach should be used in other domains, like computer science or networking. To evaluate the proposed approach. A survey was given to the learners. The results of this survey showed that the majority of the learners were satisfied with the services our system offered. However, some learners abstained from giving their feedback; therefore, we can consider this as a negative sign. Thus, for future work, we will try firstly to improve the quality of the 3D components’ design, so that it looks as realistic as possible. Furthermore, more information allowing good guidance for learners during the experiment should be inserted into the pedagogical scenario. In addition to this, another drawback of our approach can be identified: it encompasses only the personal learning style. In fact, we look forward in our future research to adding the social style, which can allow learners, in addition to their interaction with the learning environment, to interact with other learners.
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Figure 1. Number of connected objects expected to reach 50 bn by 2020. 
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Figure 2. Personal device acting as a getaway between the Internet, people, and physical objects. 
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Figure 3. Overview of our approach. 
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Figure 4. Flowchart of the process of reading a QR code. 
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Figure 5. The setup for the measurement of ultrasonic wave’s velocity. 
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Figure 6. Reading the QR code and displaying the 3D object of the Oscilloscope. 
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Table 1. An extract of the pedagogical scenario in XML format.
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	<Pedagogical-scenario>



	<Environments>



	<Environment identifier = “85ds5sddfed56s4”>



	<Title> Physics-PW </Title>



	<class-model type = “XMI” url = “XML/PW-Environment1.world-model.xmi”/>



	<virtual-environment type = “Mascaret” url = “PW-Environment1.world.xml”/>



	...



	</Environment>



	</Environments>



	<Activities>



	<Educational-Activities identifier=4d5fd45s16a6 isvisible = “true”>



	<Title> Ultrasonic wave’s velocity</Title>



	<environment-ref ref = “85ds5sddfed56s4/”>



	<Participants id = ”6q9sq54s9” name = “Learner1” Role = “ROLE”/>



	...



	</Educational-Activities>



	</Activities>



	</Pedagogical-scenario>
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Table 2. Post-test results for both groups (control and experimental).
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	Number of Learners
	Good Results (Score ≥ 10/20)
	Bad Results (Score < 10/20)





	15 learners (control group)
	8 learners (53.33%)
	7 learners (46.67%)



	15 learners (experimental group)
	14 learners (93.33%)
	1 learner (6.66%)
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Table 3. Results of the questionnaire.
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	Questions
	Strongly Agree
	Agree
	Neutral
	Do Not Agree





	1. It makes me feel more independent
	86.66%
	13.33%
	0.0%
	0.0%



	2. It is fun to use
	100%
	0.0%
	0.0%
	0.0%



	3. Does the environment seem so realistic?
	80%
	13.33%
	6.66%
	0.0%



	4. I will participate in similar experiments?
	100%
	0.0%
	0.0%
	0.0%



	5. It helped me understand the experiment
	93.66%
	0.0%
	6.66%
	0.0%



	6. I feel comfortable during the experiment
	86.66%
	6.66%
	6.66%
	0.0%



	7. I was very motivated during the experiment
	93.66%
	6.66%
	0.0%
	0.0%



	8. I can re-use it every time without any help
	86.66%
	13.33%
	0.0%
	0.0%
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