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Abstract: Pu-erh tea, Camellia sinensis is a traditional Chinese tea, one of the black teas, originally
produced in China’s Yunnan Province, named after its origin and distribution center in Pu-erh,
Yunnan. Yunnan Pu-erh tea is protected by geographical Indication and has unique quality charac-
teristics. It is made from Yunnan large-leaf sun-green tea with specific processing techniques. The
quality formation of Pu-erh tea is closely related to the soil’s environmental conditions. In this paper,
time-by-time data of the soil environment of tea plantations during the autumn tea harvesting period
in Menghai County, Xishuangbanna, Yunnan Province, China, in 2021 were analyzed. Spearman’s
correlation analysis was conducted between the inner components of Pu’er tea and the soil environ-
mental factor. The analysis showed that three soil environmental indicators, soil temperature, soil
moisture, and soil pH, were highly significantly correlated. The soil environmental quality evaluation
method was proposed based on the selected soil environmental characteristics. Meanwhile, a deep
learning model of Long Short Term Memory (LSTM) Network for the soil environmental quality of
tea plantation was established according to the proposed method, and the soil environmental quality
of tea was classified into four classes. In addition, the paper also compares the constructed models
based on BP neural network and random forest to evaluate the coefficient of determination (R2),
mean absolute error (MAE), mean square error (MSE), mean absolute percentage error (MAPE) and
root mean square error (RMSE) of the indicators for comparative analysis. This paper innovatively
proposes to introduce the main inclusions of Pu’er tea into the classification and discrimination model
of the soil environment in tea plantations, while using machine learning-related algorithms to classify
and predict the categories of soil environmental quality, instead of relying solely on statistical data for
analysis. This research work makes it possible to quickly and accurately determines the physiological
status of tea leaves based on the establishment of a soil environment quality prediction model, which
provides effective data for the intelligent management of tea plantations and has the advantage of
rapid and low-cost assessment compared with the need to measure the intrinsic quality of Pu-erh tea
after harvesting is completed.

Keywords: soil environment; deep learning; grade classification; Pu-erh tea

1. Introduction

Pu-erh tea is one of the typical representatives of Chinese black tea, a unique local tea
in Yunnan, and it is attracting more and more attention due to its unique taste and pharma-
cological effects. It contains a highly complex composition and, as a post-fermented tea, has
a unique flavor and multiple health benefits due to the various microorganisms involved in
the post-fermentation process, which interact with the gut microbiota (GMs) [1–5]. The eco-
logical and climatic environment of tea regions is closely related to the quality of tea leaves,
and changes in soil conditions affect the biochemical content of tea leaves and influence
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the grade and flavor of tea leaves. It is important to study the effect of soil environment
changes on the main inclusions within tea leaves. The study of significant correlation
factors affecting the soil environmental quality of tea through statistical correlation theory
and the quality classification grade of Pu’er tea is predicted and analyzed using a deep
learning correlation algorithm model. This research work will help to improve the quality
of tea and stabilize the supply of tea products, which can help to manage tea production
scientifically, and will effectively avoid agro-meteorological disasters and ensure stable
tea quality.

With the combination of big data and agriculture, deep learning is also widely used
in the field of tea research [6–10]. At present, the most used scope is to identify the type
of tea, identify pests and diseases, etc. Some studies used a convolutional neural network
algorithm to train the network in the set of extracted tea images in order to identify the status
of tea leaves, and eventually, the status of tea leaves could be accurately identified [11–20].
Among them are studies that built a convolutional neural network recognition model
based on a 7-layer structure, which improved the training performance of the system by
sharing weights and gradually decreasing the learning efficiency, and achieving automatic
recognition and sorting of fresh tea leaves. Some studies used a deep learning-based target
detection algorithm YOLO to apply the detection of tea shoot images [21–28], completing
the input from the original image to the output of the target location and category, providing
a basis for the study of intelligent picking equipment for tea shoots in complex contexts.

For the study of tea climate environmental quality, it is still stuck in the traditional
calculation method. Some studies used the method of agrometeorology to study the
relationship between meteorological conditions and tea quality, designed the tea climate en-
vironmental quality certification index, and divided the tea climate Environmental quality
into four classes to facilitate the subsequent production and operation [29–35]. Some stud-
ies used multiple regression methods to analyze the relationship between meteorological
elements, and the main biochemical indexes of tea quality determined the climatic indexes
of tea quality, and combined with the taste and appearance scores of tea leaves to finally
establish a comprehensive evaluation system of tea Soil Environmental Quality [36–41].

With the continuous development of artificial intelligence, the combination of artificial
intelligence and tea research can promote the continuous development of the tea field. Pavel
Puławiak [35] and others used an innovative system based on feedforward and recurrent
neural networks to classify tea specimens, and their proposed system is a combination of
data preprocessing methods, genetic algorithms, and algorithms used to learn feedforward
and recurrent neural networks, thus eliminating random selection of network weights and
biases and improving system efficiency. The extensive development of deep learning has
led to a growing interest in image recognition techniques, and Gayatri [36] and others
applied the deep Convolutional Neural Network (CNN) of LeNet in order to detect tea tree
diseases from leaf image sets and thus reduce the extent of tea diseases and promote the tea
growth. Khanali et al. [37] used artificial neural networks for the prediction of water loss
during tea production wilting, based on the data measured by the system, described the
architecture of nodes and networks, developed a reduced prototype of the closed slot for
performing tea wilting and finally obtained the prediction of water loss during tea wilting.
Gibson Kimutai et al. [38] proposed a deep learning model based on a convolutional neural
network for detecting tea leaves during fermentation and compared CNN with other
classifiers to obtain the optimal model for detecting tea fermentation, which improved the
quality and value of tea production.

2. Materials and Methods
2.1. Study Area and Data

The study focuses on the relationship between soil conditions and the quality of Pu-erh
tea, so it is necessary to obtain the soil environment data of the Pu-erh tea plantation base.
The Pu-erh tea for the study came from the tea plantation base (Figure 1.) in Menghai
County, Xishuangbanna, Yunnan Province of China (Longitude 100.25, Latitude 21.25), The
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tea plantation base picture with drones is shown in Figure 2.and the hour-by-hour data of
soil temperature, soil humidity, and soil pH were obtained based on the meteorological
station in Menghai County, with the data period from 1 June 2021, to 30 December 2021,
which was obtained from the National Center for Meteorological Science and Technology.
According to the study of tea Soil Environmental Quality, the soil environment data needed
is the data of 15 days before picking, and the autumn tea picking time is from late September
to the end of November, so the data time period used in this paper is from 5 September
2021, to 1 December 2021.
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Figure 2. Tea plantation base picture with drones.

One bud and two new leaves were collected from the top, middle, and bottom of the
slope in each slope direction to make sun-baked tea, and each sampling area was repeated
three times. The sun-baked tea was used to determine the biochemical composition and
to evaluate the sensory quality of the tea leaves. The soil collection area was between the
tea picking site, and the topsoil of 4–5 cm of the soil surface was excavated, and the soil of
the cultivation layer within 20 cm deep was taken vertically. The soil sample numbers are
shown in Table 1.
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Table 1. Collected soil.

No. Sample No. location Altitude

1 SD1-1 Hilltop 1692 m
2 SD1-2 Hilltop 1692 m
3 SD1-3 Hilltop 1692 m
4 SD2-1 Hilltop 1692 m
5 SD2-2 Hilltop 1692 m
6 SD2-3 Hilltop 1692 m
7 SJ1-1 Foothill 1590 m
8 SJ1-2 Foothill 1590 m
9 SJ1-3 Foothill 1590 m
10 SJ2-1 Foothill 1590 m
11 SJ2-2 Foothill 1590 m
12 SJ2-3 Foothill 1590 m
13 YP1 Shady slope 1620 m
14 YP2 Shady slope 1620 m
15 YP3 Shady slope 1620 m
16 YP4 Shady slope 1620 m
17 SP1 Sunny slope 1620 m
18 SP2 Sunny slope 1620 m
19 SP3 Sunny slope 1620 m
20 SP4 Sunny slope 1620 m
21 SP5 Sunny slope 1620 m

We conducted a preliminary screening of soil environmental factors, including soil
pH, organic matter, and nutrient content in tea plantations, and the correlation coefficients
are shown in Figure 3. The formation of tea quality is closely related to the soil conditions,
especially the soil environment conditions during the tea picking period directly affect the
quality of tea, in which the average soil temperature, soil humidity, and soil pH in the first
15 days of the fresh leaf picking period are the main influencing factors.
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(1) Temperature

The growing environment of high-quality Pu-erh tea belongs to a subtropical cli-
mate, where the year-round soil Kelvin temperature is maintained at about 288 k~300 k



Forests 2022, 13, 1778 5 of 19

(15 ◦C~27 ◦C). If the temperature is lower or higher than this, the quality of Pu-erh tea
produced will be very different.

(2) Humidity

The average annual rainfall of quality Pu’er tea mountains is maintained at 1200 mm
to 1600 mm. Rainfall alone is not enough, but a certain amount of fog exposure is also
needed, and the average annual fog exposure in quality Pu’er tea mountains ranges from
80 to 160 days. This provides favorable soil moisture nourishing conditions for the growth
of Pu’er tea trees.

(3) Soil pH

The soils in China’s Yunnan Province are generally red loam, yellow loam, and brick
red loam. In the Pu-erh tea-producing areas, suitable soils are loose, deep, well-drained,
well-permeable, and slightly acidic soils with a pH value between 4 and 6. The average soil
pH value in high-quality Pu-erh tea mountains is 4.5–5.5.

2.2. Methods
2.2.1. Tea Soil Environmental Quality Evaluation Method

Firstly, the soil element indexes that have an important influence on the key growth
period of tea products are determined, the scoring threshold of each element is given, and
then the comprehensive soil quality score of this tea product is calculated based on the
influence weights of different soil environment elements, and finally, the soil environment
quality is graded by combining with the physical and chemical index grading standard of
Pu-erh tea.

Itup =
3

∑
i=1

ai Mi, (1)

Itup denotes the tea soil environment quality evaluation index. ai denotes the weights
of average soil temperature, average soil relative humidity, and average soil pH value.
Mi denotes the average soil temperature, average soil relative humidity, and soil pH
within 15 days of Pu-erh tea picking without the influence of agro-meteorological disasters
(Table 2). The range of ai, Mi coefficients in the model can be set according to the actual
situation of the tea plantation.

Table 2. Grading assignment method for soil indicators in the tea soil environmental quality evalua-
tion model.

Assignment
(Mi)

Average Soil Temperature
(Tavg) ◦C

Average Soil Relative
Humidity (U) % pH

3 12.0 ≤ Tavg ≤ 18.0 U ≥ 40.0 4.5 ≤ p ≤ 5.5

2
10.0 ≤ Tavg < 12.0

OR
18.0 < Tavg ≤ 20.0

30.0 ≤ U< 40.0 5.5 < p ≤ 6.5

1
10.0 ≤ Tavg <11.0

OR
20.0 < Tavg ≤ 27.0

20.0 ≤ U < 30.0 6.5 < p ≤ 7.5

0
Tavg <10.0

OR
Tavg > 27.0

U < 20.0
0 < p < 4.5

OR
p > 7.5

2.2.2. Tea Soil Environmental Quality Grade Classification

According to the Soil Environmental Quality index of tea, we divided the tea climatic
taste evaluation grade into four categories. It is shown in Table 3 below.
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Table 3. Grading of tea climate taste evaluation.

Grade Tea Soil Environmental Quality Index (Itup)

Special Grade Itup ≥ 2.5
Excellent Grade 1.5 ≤ Itup < 2.5

Good Grade 0.5 ≤ Itup < 1.5
General grade Itup < 0.5

The research firstly obtains the required dataset of soil conditions, analyzes the soil
factors affecting tea quality by reviewing the data, determines the Soil Environmental
Quality evaluation model according to the climatic factors, and classifies the tea quality
into grades to facilitate our further in-depth learning research.

2.2.3. Deep Learning Methods

The application of deep learning, an emerging machine learning technique, has
brought machine learning closer and closer to the original purpose of artificial intelli-
gence, and its advantages are great in the fields of speech and image recognition [42]. Deep
learning allows machines to simulate behaviors such as seeing, hearing, and thinking, thus
solving a large number of pattern recognition problems and enabling significant advances
in artificial intelligence technology [43]. Deep learning does not refer specifically to a
particular algorithm, but is a generic term for a class of neural network learning [44], and
deep learning is an effective application-oriented practical approach [45], the deep learning
neural network model is shown in Figure 4.
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Figure 4. Deep learning neural network model.

Long Short Term Memory (LSTM) is designed to address the gradient disappearance
and explosion problems that arise when RNNs learn background information at large
intervals, and its memory modules are added to the structure. These modules can be
thought of as memory chips in a computer, each with a number of cyclically linked memory
cells and three gates (input, output, and forget, equivalent to write, read, and reset). Only
in each gate can information interact with neurons, so it is important to learn how to open
and close these gates so that gradients do not explode or disappear. The extent to which
past and present information is remembered and forgotten is controlled by these control
gates, which gives the recurrent neural network a long-term memory function and the
ability to use long-spaced information to solve current problems. Its structure is shown
in Figure 5.
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The forgetting valve Ft (Forget Gate) Sigmoid activation function is used to control
the amount of state St-1 input from the previous step to the current step, i.e., the degree
to which the state of the previous step is forgotten, and its input is the output Yt−1 of the
previous step and the input Xt of this step. The valve is calculated as follows:

Ft = σ
(

W f ·[Yt−1, Xt] + b f

)
, (2)

The input valve (Input Gate) is used for input to the current state. This input valve
uses the Sigmoid activation function to determine the current output value Y on the one
hand, and the tanh function to generate the current candidate vector Ut on the other hand,
and this update valve decides whether to add this vector to the current state St. Such a
valve is calculated as follows.

It = σ(wi·[Yt−1, Xt] + bi), (3)

Ut = tanh(Wt·[Yt−1, Xt] + bc, (4)

Update Gate Ut (Update Gate) determines whether the current unit should be updated
from St−1 to St state by multiplying the forgotten valve by the output valve. This valve is
calculated according to the following method.

St = Ft × St−1 + It ×Ut, (5)

Output Valve Ot is used to determine the current cell state by analyzing the output
value of the old cell and the input of the current cell using the Sigmoid activation function.
Then, the current unit state St is processed by the tanh function and multiplied with the
output Ot of the Sigmoid activation function, and finally, the output value Yt of the current
unit is determined.

Ot = σ(Wo·[Yt−1, Xt] + bo), (6)

Yt = Ot × tanh(St), (7)

In the above equation, Wo is the weight; bo is the parametric vector; σ is the Sigmoid
activation function; tanh is the hyperbolic tangent activation function.
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3. Results
3.1. LSTM-Based Soil Environmental Quality Classification Model for Pu-erh Tea

The hardware experimental environment for the study is DESKTOP-96BC8BT, Intel(R)
Core(TM) i5-10210U CPU @ 1.60 GHz (8 CPUs), 2.11 GHz, 8192 MB RAM, Windows
11 Professional Edition 22000.613 operating system. The software environment for the
experiment is Python 3.7, The development tool is PyCharm2019.3.3x64.

From the previous study, we can conclude that the average soil temperature, average
soil humidity, and soil pH are the main characteristics that affect the quality of tea leaves.
However, the hour-by-hour temperature, humidity, and pH are available in the obtained
meteorological data set, so data processing is also needed to calculate the average soil
temperature, average soil humidity, and average soil pH for the 15 days before the picking
date. After getting the processed features, it is necessary to classify the tea quality level.
According to Equation (1) of the tea Soil Environmental Quality evaluation model, the
assignment process is carried out to calculate the tea quality grade, and the implementation
code of Average soil temperature assignment is as follows.

• def M_change (T,U,S):
• M_List = [ ]
• if 12 <= T <= 18:
• M_list.append (3);
• elif 11 <= T < 12 or 18 < T <= 20:
• M_list.append (2)
• elif 10 <= T < 11 or 20 < T <= 27:
• M_list.append (1)
• else:
• M_list.append (0)

The code implementation of the average soil humidity assignment calculation is
as follows:

• if U >= 40:
• M_list.append (3)
• elif 30 <= U < 40:
• M_list.append (2)
• elif 20 <= U < 30:
• M_list.append (1)
• else:
• M_list.append (0)

The code implementation of the soil pH calculation is as follows:

• if 4.5 <= P < = 5.5:
• M_list.append(3)
• elif 5.5 <= P <= 6.5
• M_list.append(2)
• elif 6.5 < P <= 7.5
• M_list.append(1)
• else:
• M_list.append(0)
• Return M_list

According to Table 2, the grade classification of tea quality is implemented with the
following code.

• def change_I (i):
• if i >= 2.5:
• return ’Special Grade’
• elif 1.5 <= i < 2.5:
• return ’Excellent Grade’
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• elif 0.5 <= i < 1.5:
• return ’Good Grade’
• else:
• return ’General grade’

3.2. Training Model

The prediction task studied is a tea Soil Environmental Quality class classification
task on time series, constructed using a neural network model of LSTM. A model is built
using Keras. Sequential, which can easily stack multiple layers on top of each other. In the
model structure, the LSTM layer consists of 50 neurons, and each layer is combined with a
Dropout layer, which allows the output of randomly selected neurons to be ignored during
training, thus reducing the sensitivity of individual neurons to certain weights and thus
avoiding overfitting of the model. To prevent overfitting with guaranteed model accuracy,
we usually set the dropout_rate to 20%. Add a relu activation function to the last layer of
the fully connected layer. The following is the code to create the LSTM model.

• def create_model (input_length):
• model = Sequential ( )
• model.add (LSTM (units = 50, return_sequences = True, input_shape = (input_length,1)))
• model.add (Dropout (0.2))
• model.add (LSTM (units = 50, return_sequence = False))
• model.add (Dropout (0.2))
• model.add (Dense(1, activation=’relu’))

Before the model is trained, the dataset needs to be divided into a training set and a
test set. To better evaluate the performance of the model, the training set can be divided into
a training set and a validation set. The training dataset is used to run the learning algorithm
and train the model. The validation dataset can be used for model tuning, EarlyStopping,
feature selection, etc. to select a suitable model. The test dataset is used to evaluate the
performance of the selected model, but no corresponding changes are made to the learning
algorithm or parameters.

In the experiments of this paper, 90% of the dataset is divided into a training set, 10%
is divided into a test set, and then 10% of the training set is divided into a validation set.
The model is trained by passing in the training set x, the training set label y, using the
fit (fitting) method, and then splitting 10% of the validation set from the training set as a
measure of early stopping. Where epochs are the number of iterations and batch_size is the
number of training samples randomly sampled at each epoch. The implementation code is
as follows, and the structure of the output LSTM model is shown in Figure 6.

• model = create_model (len (X_train [0]))
• hist = model.fit (X_train, y_train, batch_size = 2, validation_split = 0.1, epochs = 200,

shuffle = False, verbose = 1)

The final output model structure is a two-layer LSTM with one fully connected layer,
specifying the number of neurons in the LSTM layer as 50, the number of parameters in the
first LSTM layer as 10,400, the number of parameters in the second LSTM layer as 20,200,
and the number of parameters in the fully connected layer as 51, for a total number of
parameters in this model of 30,651.
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4. Model Evaluation

The goal of machine learning is to minimize the loss function, not only to have a good
predictive ability for the training data during the learning process but also to have a good
predictive ability for the test set. To evaluate the model fitting effect, it is often expressed
as underwriting, good fitting, and overfitting. Generally, a model that fits well has better
generalization ability and has a better effect on the test set.

4.1. The Loss Function

The loss function is used to evaluate the difference between the prediction of the model
and the actual value, and the deep learning model is used to calculate the loss function and
update the model parameters so as to reduce the optimization error until the loss function
value decreases to the target value or the training count is reached. Due to the different
models, their loss functions are not the same.

Mean Square Error (MSE) is evaluated as the average of the squared difference between
the predicted and actual values of the model, and the lower the MSE value, the better the
performance of the prediction model. Its calculation is shown in (8).

MSE =
∑N

i=1 (yi − yi)
2

N
, (8)

where y is the expected output, yi is the predicted value of the deep learning model, and N
is the amount of information in a batch.

Mean Absolute Error (MAE) is used to measure the average of the absolute sum of
the difference between the model prediction and the true value, which can be considered
as the average error in the generic form. The MAE method can avoid generating positive
and negative errors that cancel each other and therefore can reflect the degree of error more
accurately. Its calculation Formula (9) shows.

MAE =
∑N

i=1 |yi − yi|
N

, (9)

Root Mean Squad Error (RMSE) is in essence the same as MSE, which is an expression
of the MSE open root sign for a better description of the data. The calculation formula is
shown in Equation (10).

RMSE =

√
∑N

i=1 (yi − yi)
2

N
, (10)
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4.2. Model Compilation

Deep learning is the learning goal of deep learning, which is to learn a “good” model
to make decisions, usually, the error between the predicted value and the target value is
as low as possible, and the function to measure this error is called the loss function. For
different tasks, different loss functions are often needed to measure, and this paper uses
the mean squared loss function for the regression task.

When the learning goal of deep learning is to greatly, reduce a certain loss function,
however, the loss function of machine learning models is more complex, and it is difficult to
directly find the formula solution for minimizing the loss function, then we can optimize the
model parameters by finite iterations of optimization algorithms (such as gradient descent,
stochastic gradient descent, Adam, etc.) to reduce the value of the loss function as much as
possible and obtain a better parameter value. In this paper, we use the Adam optimization
algorithm, which is a collection of the advantages of two stochastic gradient descents.

• model.compile (loss = ’mse’, optimizer = ’adm’, metrics = [‘mae’])
• model.summary ()
• return model

4.3. Model Predictive Analysis

MSE and MAE can be used as both the loss function and the indicator function. In this
paper, MSE is used as a loss function and MAE is used as an indicator function to compare
the model prediction effect in the study of tea soil environmental quality classification task.

Figure 7 shows the resulting graph of MSE as a loss function, MSE has a low error on
the training set, and validation set, the image tends to be smooth and the deviation on the
training and validation set is small.
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Figure 8 shows the plot of MAE as a function of the model’s metric, compared with
the MSE images. The errors on the MAE training and validation sets are lower, the images
tend to be smoother, and the deviations on the training and validation sets are smaller.
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In order to study a model that is more suitable for this experiment, the LSTM model is
compared with the previous model results by adjusting the parameters of the LSTM model.
The LSTM neurons in each layer were adjusted to 100, and the Dropout layer was set to
15%, and the code for adjusting the parameters was as follows, and the structure of the
LSTM model is shown in Figure 9.

• def.create_model (input_length):
• model=Sequential ()
• model.add (LSTM(units = 100,return_sequences = True, input_shape = (input_length,1)))
• model.add (Droput(0.15))
• model.add (LSTM(units = 100, return_sequences = False))
• model.add (Dropout(0.15))
• model.add (Dense (1,activation = ’relu’))
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Figure 9. LSTM model structure.

The output of the LSTM model after adjusting the parameters is shown in Figure 7.
The number of neurons in the LSTM layer is 100, the number of parameters in the first
LSTM layer is 40,800, the number of parameters in the second LSTM layer is 80,400, and
the number of parameters in the fully connected layer is 101, and the total number of
parameters in this model is 12,301.
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Figure 10 shows the resulting graph of MSE as loss function loss after adjusting the
parameters. The value of MSE is the low error on the training set, and validation set, the
image tends to be smooth, and the deviation on the training and validation sets is small,
which indicates that the model has a good prediction effect.
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Figure 10. MSE on the training and validation sets.

Figure 11 shows the plot of the indicator function using MAE as a model after adjusting
the parameters and comparing it with the MSE image. The errors on the MAE training and
validation sets are lower, the images tend to be smooth, and the deviations on the training
and validation sets are smaller, indicating that the model predicts well.

Forests 2022, 13, x FOR PEER REVIEW 14 of 19 
 

 

 
Figure 11. MAE on the training and validation sets. 

Due to the randomness introduced in this model, the values of MSE and RMSE vary 

with the number of runs, but the differences are not large, and the values in Table 4 above 

are compared by taking the average value after 10 runs. The neurons of the first set of 

LSTM model parameters are 50 and the dropout is 0.2, and the neurons of the second set 

of LSTM model parameters are 100 and the dropout is 0.15. Comparing the values of MSE 

and RMSE of LSTM using the two sets of parameters, it can be concluded that the values 

of MSE and RMSE are smaller when using the second set of parameters, indicating that 

the prediction effect of the model after adjusting the parameters has significantly im-

proved. 

Table 4. RMSE and MSE values of the model when using different parameters. 

LSTM Model Using Different Parameters RMSE MSE 

First set of parameters 0.394 0.155 

Second set of parameters 0.300 0.090 

Classification of Pu-erh tea Soil Environmental Quality classes is performed using a 

model of LSTM, which is suitable for tasks dealing with time series. Each prediction pro-

cess is introduced one by one in conjunction with the complete process of prediction. From 

data processing to model construction and final prediction results, each step is explained 

conceptually as well as programmed using Python language, suitable learning objectives 

and optimization algorithms are selected, prediction models are evaluated through model 

evaluation metric, and finally, a better model is selected after the model comparison. 

5. Model Comparison Analysis 

5.1. Random Forest Model 

The construction of a random forest consists of three parts, the generation of a train-

ing set, the construction of a decision tree, and the formation of the algorithm. First, a 

training set is generated by the bootstrap method, then for each training set, a decision 

tree is constructed, and when the nodes find features for splitting, a portion of the features 

are randomly selected among the features, and the optimal solution is found among the 

selected features and applied to the nodes and split. The average soil temperature, average 

soil moisture, and average pH were used as input features to train the samples for analy-

sis, and the results were obtained as shown in Figure 12. 

Figure 11. MAE on the training and validation sets.

Due to the randomness introduced in this model, the values of MSE and RMSE vary
with the number of runs, but the differences are not large, and the values in Table 4 above
are compared by taking the average value after 10 runs. The neurons of the first set of
LSTM model parameters are 50 and the dropout is 0.2, and the neurons of the second set of
LSTM model parameters are 100 and the dropout is 0.15. Comparing the values of MSE
and RMSE of LSTM using the two sets of parameters, it can be concluded that the values of
MSE and RMSE are smaller when using the second set of parameters, indicating that the
prediction effect of the model after adjusting the parameters has significantly improved.
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Table 4. RMSE and MSE values of the model when using different parameters.

LSTM Model Using Different Parameters RMSE MSE

First set of parameters 0.394 0.155
Second set of parameters 0.300 0.090

Classification of Pu-erh tea Soil Environmental Quality classes is performed using a
model of LSTM, which is suitable for tasks dealing with time series. Each prediction process
is introduced one by one in conjunction with the complete process of prediction. From
data processing to model construction and final prediction results, each step is explained
conceptually as well as programmed using Python language, suitable learning objectives
and optimization algorithms are selected, prediction models are evaluated through model
evaluation metric, and finally, a better model is selected after the model comparison.

5. Model Comparison Analysis
5.1. Random Forest Model

The construction of a random forest consists of three parts, the generation of a training
set, the construction of a decision tree, and the formation of the algorithm. First, a training
set is generated by the bootstrap method, then for each training set, a decision tree is
constructed, and when the nodes find features for splitting, a portion of the features
are randomly selected among the features, and the optimal solution is found among the
selected features and applied to the nodes and split. The average soil temperature, average
soil moisture, and average pH were used as input features to train the samples for analysis,
and the results were obtained as shown in Figure 12.
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From Figure 12, it can be seen that the number of leaf nodes of the model is taken
as 1, 2, 3, and 4 for training respectively, and the MSE is the lowest when the number of
leaf nodes is 1, and it starts to smoothly stop declining when it reaches 80, so it is more
appropriate to choose the number of leaf nodes of the random forest model as 1 and the
number of decision trees as 80.

The selected soil environment factors are used as the input variable matrix of the
model, and the soil environment classification level is used as the output variable. The
input variable matrix and the output variable together form the training data set, and the
training data set is constructed and formed. When each node of the regression tree is split,
the input parameters are randomly selected as the splitting subset of the current node, and
the node is split using the CART method in each subset. Each regression tree is split from
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top to bottom until it reaches a leaf node with an estimated value, and all regression trees
form a random forest.

The final rank estimation result is obtained by averaging the soil environmental
rank output from all regression trees to generate the random forest model. The vector of
attribute parameters in the prediction data set is input into the trained prediction model,
and the predicted values of each individual regression tree are averaged using the “simple
averaging method” to obtain the predicted values of soil environment classification.

5.2. BP Neural Network Model

The back propagation neural network (BP) is a multi-layer feed-forward neural net-
work trained according to the error backpropagation algorithm. It mainly consists of an
input layer, a hidden layer, and an output layer. The input layer passes the stimulus to the
invisible layer, which does not operate on the input signal and has no associated weight or
bias value. The invisible layer passes the stimulus to the output layer through the weight
and activation function of the association between neurons, which does not receive signals
directly from the outside world and does not send signals directly to the outside world, and
can have multiple layers. The output layer is the last layer of the network, which receives
the signal from the last invisible layer and outputs the predicted value of the final model,
as Figure 13.
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Figure 13. BP neural network training parameter diagram.

The first part shows the graph of the training parameters of the BP neural network,
from which it can be seen that the input layer has four neural nodes, the output layer has
1 neural node, and the invisible layer has six neural nodes. The second part shows the
training algorithm. The Levenberg-Marquardt (L-M) algorithm is chosen as the training
algorithm, which has both the fast local convergence of Newton’s method and the ideal
overall convergence. The third section shows the training progress. Epoch is the number
of training passes. All the data are passed in one positive direction and one negative
direction to become an epoch, the maximum number of trainings can be set independently,
this training is set to 10,000, the specific training number is shown in the progress bar
as epoch 11 when the BP neural network has the best training results. Time shows the
training process time. Performance indicates the performance index. This training refers
to the maximum value of the mean square error (MSE), the maximum number of times
the MSE can be trained can be set independently, and the progress bar shows the current
mean square error, if the mean square error at a certain point in the training process is
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smaller than the set value, the training will be automatically suspended, can be set with the
train goal parameter. The gradient value can be set independently on the right side of the
progress bar, and the progress bar shows the current gradient value. If the current gradient
value reaches the autonomous value, the training will be paused automatically.

5.3. Comparative Analysis of Models

Comparing the three prediction models, it can be seen from Table 5. that the LSTM-
based model has the best prediction results, the BP neural network-based model has the
second best prediction results, and the random forest-based prediction model has the worse
prediction results.

Table 5. Comparison of prediction results of prediction models.

Model R2 MAPE RMSE MAE MSE

LSTM model 0.95 0.0198 0.300 1.55 0.090
Random Forest model 0.89 0.038 3.15 2.93 9.95

BP neural network model 0.91 0.078 8.31 7.14 20.36

The coefficient of determination of the random forest-based prediction model was
0.89. The mean absolute error (MAE) was 2.93, the mean square error (MSE) was 9.95, the
mean absolute percentage error (MAPE) was 0.038, and the root mean square error (RMSE)
was 3.15. The resultant coefficient of determination R2 of the BP neural network-based
prediction model was 0.91 the mean absolute error (MAE) was 7.14, the mean square error
(MSE) was 20.36, the mean absolute percentage error (MAPE) was 0.078, and the root mean
square error (RMSE) was 8.31. The LSTM model achieves the best results within the set
parameters with the training data corresponding to an R-value of 0.99869. The coefficient
of determination R2 of the prediction results of the BP neural network-based prediction
model is 0.95, indicating a good fit. The results were a mean absolute error (MAE) of 1.55,
mean square error (MSE) of 0.090, mean absolute percentage error (MAPE) of 0.0198, and
root mean square error (RMSE) of 0.300.

6. Conclusions

The main research objectives of this paper are divided into the following points. To
analyze the techniques related to deep learning and the models based on deep learning, and
to design an algorithmic model suitable for this research paper, as well as the algorithms
used in this model. (2) To select a Pu-erh tea environmental quality model suitable for this
research paper based on the existing tea Soil Environmental Quality evaluation models.
(3) Screen the soil characteristic factors related to tea quality from the tea garden data and
select the appropriate characteristics to calculate the tea Soil Environmental Quality Index.
(4) Establish the model, select the relevant data and write the program, build the model
with a suitable algorithm, evaluate the algorithm according to the prediction results, and
classify the tea Soil Environmental Quality by grade.

This paper focuses on the LSTM-based classification of Pu-erh tea Soil Environmental
Quality classes, firstly calculating the tea Soil Environmental Quality index, then dividing
the dataset into a training set, testing set, and validation set, and creating an LSTM model
to predict. The model has two LSTM layers and one fully connected layer, which has
some advantages in dealing with time series data with long-term memory function and
combined with the Dropout layer in the middle to prevent overfitting. Finally, the MAE and
MSE of the model on both training and validation sets are low, and the model has a better
prediction effect. The paper also compares two other machine learning algorithms, based
on BP neural network and random forest prediction model, by evaluating the coefficient of
determination (R2), mean absolute error (MAE), mean square error (MSE), mean absolute
percentage error (MAPE) and root mean square error (RMSE) comparing the best prediction
model based on LSTM neural network, with R2 of 0.95, MAE of 1.55, MSE of 0.090, MAPE
of 0.0198, and RMSE of 0.3. The LSTM solves the long-term dependence problem of RNN
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to some extent, but it is not enough, and it still seems tricky when dealing with longer
sequences, so the research model in this paper is not suitable for dealing with excessively
long data, which is computationally time-consuming and does not achieve good results,
and we hope to further study the prediction model that is more suitable for long sequences.

The superior soil conditions create suitable growing conditions for growing tea, and
also lay the foundation for the rich inclusions of Pu’er tea. The paper innovatively proposes
to introduce the main inclusions of Pu’er tea into the classification and discrimination
model of the soil environment of tea plantations, while using machine learning-related
algorithms to classify and predict the categories of soil environmental quality instead
of relying solely on statistical data for analysis. This research work makes it possible
to quickly and accurately determines the physiological status of tea leaves based on the
establishment of a soil environment quality prediction model, which provides effective
data for the intelligent management of tea plantations and has the advantage of rapid and
low-cost assessment compared with the need to measure the intrinsic quality of Pu-erh tea
after harvesting is completed.
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