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Abstract:

 In this paper, we propose a detection method of pulmonary nodules in X-ray computed tomography (CT) scans by use of three image filters and appearance-based k-means clustering. First, voxel values are suppressed in radial directions so as to eliminate extra regions in the volumes of interest (VOIs). Globular regions are enhanced by moment-of-inertia tensors where the voxel values in the VOIs are regarded as mass. Excessively enhanced voxels are reduced based on displacement between the VOI centers and the gravity points of the voxel values in the VOIs. Initial nodule candidates are determined by these filtering processings. False positives are reduced by, first, normalizing the directions of intensity distributions in the VOIs by rotating the VOIs based on the eigenvectors of the moment-of-inertia tensors, and then applying an appearance-based two-step k-means clustering technique to the rotated VOIs. The proposed method is applied to actual CT scans and experimental results are shown.
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1. Introduction

Lung cancer is the most common cause of death among all cancers worldwide. To cope with this serious situation, mass screening for lung cancer has been widely performed by simple X-ray films with sputum cytological tests. However, it is known that the accuracy of this method is not sufficient for early detection of lung cancer. Therefore, a lung cancer screening system by computed tomography (CT) for mass screening is proposed [1]. This system improves the accuracy of cancer detection considerably, but has one problem that the number of the images is increased to over dozens of slice sections per patient from one X-ray film [2]. It is difficult for a radiologist to interpret all the images in a limited time. In order to make the system more practical, it is necessary to build a computer-aided diagnosis (CAD) system[3] that automatically detects abnormal regions suspected to comprise pulmonary nodules that are the major radiographic indicators of lung cancers, and informs a radiologist about their positions in CT scans as a second opinion.

There are many works for pulmonary nodule detection. Yamamoto et al. [4] proposed the “Quoit filter” which was one of mathematical morphological image filters. Messay et al. [5] applied multiple gray level thresholding for initial detection and reduced false positives (FPs) using a Fisher linear discriminant classifier and a quadratic classifier. A template-matching technique [6] was used by Lee et al. Another template-matching technique [14] was proposed by Osman et al. Tan et al. [7] detected nodule candidates using the divergence of normalized gradients or mean curvature features in a feature-selective classifier [8]. Ozekes et al. [9] compared four classifiers: a neural network, a support vector machine, naïve Bayes and logistic regression. The random forest was performed for classification [10] by Lee et al. Choi et al. [11] used multiple thresholding and rule-based pruning to detect nodule candidates and then used a genetic-programming-based classifier to categorize nodules and non nodules. Ye et al. [12] proposed a detection method based on local shape information and local intensity dispersion information. Brown et al. [13] developed patient-specific models using patient’s baseline image data for segmentation. A surface normal overlap method based on a statistical shape model [15] was proposed by Paik et al.  Suarez-Cuenca et al. [16] characterized suspicious regions with the iris filter output. Golosio et al. [17] reduced false positives by a classification system based on artificial neural networks. Suzuki et al. [18] applied massive training artificial neural network (MTANN) for false positive reduction.

In this paper, we propose a nodule detection method based on three novel filters and an appearance-based clustering technique. First, a radial suppression filter that suppresses voxel values in radial directions is applied to eliminate extra regions in the volumes of interest (VOIs). Next, a moment-of-inertia filter that regards voxel intensities as mass is applied to the VOIs so as to emphasize the differences in intensity distributions between nodules and blood vessels. Excessive emphases caused in the integument regions of blood vessels are compensated by a center displacement filter based on the parallel-axis theorem in the physics. Finally, false positives are reduced by an appearance-based two-step k-means clustering technique. The proposed method is evaluated using a publicly available CT dataset.



2. Initial Detection of Nodule Candidates


2.1. Radial Suppression Filter

Lung regions are extracted by a threshold-based method from CT scans. Isotropic re-sampling is applied to the CT scans. Let f (x, y, z) denote the value of a voxel at a position (x, y, z) in a re-sampled CT scan. A spherical VOI area is settled on each voxel whose value is −600HU and more (i.e. f (x, y, z) ≥ −600HU) in the lung region. Such a VOI area can capture the candidate region of a nodule in its middle area, whereas it often includes extra regions that do not connected with the candidate region. For example, in Figure 1(a), a nodule is captured in the middle area of the VOI, whereas a blood vessel is also observed in the bottom right area of the VOI. In Figure 1(b), a blood vessel is captured in the middle of the VOI area, whereas other blood vessels are also observed. Such extra regions often cause the degradation of recognition accuracy of nodules. In order to eliminate extra regions with preserving nodule candidates, we introduce the radial suppression filter described below.

Figure 1. Examples of volume of interest (VOI) areas. (a) nodule; (b) blood vessel.
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First, a voxel value f (x, y, z) is converted to f ′(x, y, z) as follows:
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(1)




This conversion is applied so that the voxel values can be regarded as mass in this filter. Figure 2 illustrates a spherical VOI area. Let O(xo, yo, zo) denote the center voxel of the VOI area, A(xa, ya, za) arbitrary voxel and [image: there is no content] the i-th voxel on the segment between O and A. The output value of the radial suppression filter is defined by
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(2)




By applying this minimization to all the voxels in the VOI area, extra regions can be suppressed with preserving a notable region in the middle area of the VOI. Figure 3 shows the effect of the radial suppression. In Figure 3(a), a blood vessel appears as a convex region on the intensity profile from O to A. This convex region can be suppressed by the radial suppression as shown in Figure 3(b).
Figure 4 shows the results obtained by applying the radial suppression filter to the VOIs in Figure 1. In Figure 4(a), the nodule region can be extracted successfully, whereas the extra blood vessel region can be suppressed. In Figure 4(b), the blood vessel region can be extracted successfully, whereas the extra blood vessel region can be suppressed.

Figure 4. Results obtained by applying the radial suppression filter to the VOIs in Figure 1. (a) nodule; (b) blood vessel.
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Figure 2. Radial suppression of voxel intensities.
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Figure 3. Effect of a radial suppression. (a) example of an intensity profile; (b) suppression result.
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2.2. Moment-of-Inertia Filter

Nodules are often observed as globular regions, whereas blood vessels are as cylindrical regions. These two-type regions are distinguished based on the moment-of-inertia where voxel intensities are regarded as mass after applying the radial suppression filter. First, a gamma correction is applied to g(x, y, z) as follows:
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(3)




where gγ(x, y, z) is the corrected image, and γ is the parameter of the gamma correction.
A moment-of-inertia tensor I is defined by
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(4)




where
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(5)
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Ksp(rfix) is a domain of the spherical VOI whose radius is rfix.
Iyy, Izz, Ixy, Iyx, Ixz and Izx are defined in the same manner. From I, eigenvalues σ1(I), σ2(I) and σ3(I) (σ1(I) ≤ σ2(I) ≤ σ3(I)) and eigenvectors u1(I), u2(I) and u3(I) are calculated, where σi(I) corresponds to ui(I). If a candidate region is spherical, the three eigenvalues are the same as shown in Figure 5(a). If it is cylindrical, the eigenvalue corresponding to the longest direction of the region is smaller than the others as shown in Figure 5(b). A ratio between the eigenvalues [image: there is no content] is set into each voxel as the output of the filter as follows:

Figure 5. Relationship of three eigenvalues of the moment-of-inertia filter. (a) globular; (b) cylindrical.
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(7)




The ratio represents an indicator to distinguish a nodule from the others. The larger the ratio is, the higher the confidence of a nodule is. Figure 6 shows the results obtained by applying the moment-of-inertia filter to the VOIs in Figure 4. In Figure 6(a), the nodule is successfully enhanced. In Figure 6(b), on the other hand, the blood vessel has excessively high values in its integument regions. They are compensated by use of the center displacement filter as described below.






Figure 6. Results obtained by applying the moment-of-inertia filter. (a) nodule; (b) blood vessel.
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2.3. Center Displacement Filter

The displacement d 2 between a VOI center and the gravity point of the voxel values in the VOI is calculated as follows:
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(8)




The output of the filter at each voxel is obtained by
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(9)




This compensation enables to remain values in the middle parts of VOIs and suppress values in their periphery. Figure 7 shows the results obtained by applying the center displacement filter to the regions in Figure 6. High values remain at the center of the nodule in Figure 7(a), whereas the blood vessel is suppressed successfully in Figure 7(b).




Figure 7. Results of the center displacement filter. (a) nodule; (b) blood vessel
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3. False positive reduction


3.1. Normalization of directions of intensity distributions

Several intensity distributions in VOIs are often approximately same to one another. For example, the three examples of VOIs in Figure 8 have almost same intensity distributions although their directions are different. In order to treat them in a unified manner, the VOIs are rotated three dimensionally by

Figure 8. Three examples of VOIs that have different directions of intensity distributions. (a) example 1; (b) example 2; (c) example 3. The first, second and third rows represent the upper slices, the slices of interest, and the lower slices, respectively.
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(10)




where R is a rotation matrix defined by
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(11)




Figure 9 shows their rotation results. The major directions of the intensity distributions are unified to the z-axis.






Figure 9. Rotation results of the three examples in Figure 8 based on the eigenvalues of the intensity distributions. (a) example 1; (b) example 2; (c) example 3.
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3.2. Appearance-Based k-means Clustering

The appearance-based two-step k-means clustering method is used to distinguish true nodules from false positives. The method constructs feature vectors composed of voxel values in the VOIs, and then applies the k-means clustering [23] to the feature vectors twice. The method is composed of the two phases as described below.


3.2.1. Training Phase

A cylindrical VOI is set on each voxel of interest. Here, we use such a cylindrical VOI instead of a spherical VOI because our preliminary experiences indicate that the cylindrical VOI is more accurate. Generally, the number of true positives (TPs) is much less than that of false positives. Our previous work [20] indicates that a training-based classification method performs better by taking the balance between TP numbers and FP numbers in its training phase. In order to compensate the lack of the TP numbers, pseudo TP VOIs are generated by translating actual VOIs to the four directions and then rotating them by 90 degrees in the azimuth and zenith directions. On the other hand, a certain number of FP VOIs are selected randomly. The actual TP VOIs, the pseudo TP VOIs and the selected FP VOIs are used as training data. Feature vectors are generated which are composed of voxel values in the VOIs. The first k-means clustering is performed based on the feature vectors. Let [image: there is no content] denote the k-th cluster obtained by the first k-means clustering, and #[image: there is no content] the number of TPs in [image: there is no content]. The feature vectors in the clusters whose #T[image: there is no content] are not zero are extracted. Based on the extracted feature vectors, the k-means clustering is performed once again. Let [image: there is no content] denote the k-th cluster obtained by the second k-means clustering. The moment-of-inertia filter is applied to the VOI that is generated by being inversely converted from the center vector of [image: there is no content]. Eigenvalues, [image: there is no content] and [image: there is no content], are calculated by applying the method described in Section 2.2 to the generated VOI, and then the eigenvalue ratio [image: there is no content] is calculated as follows:
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(12)






3.2.2. Testing Phase

Each query VOI is tested individually in this phase. First, the feature vector of a query VOI is generated in the same manner as the training phase. The correlation coefficient between the query vector and the gravity vector of each cluster [image: there is no content] is calculated. The nearest cluster [image: there is no content] is obtained based on the correlation coefficient. If #T[image: there is no content] is zero, the query VOI is determined to be normal. Otherwise, the correlation coefficient [image: there is no content] between the query VOI and the gravity vector of the cluster [image: there is no content] is calculated. Then, the three nearest clusters [image: there is no content], [image: there is no content] and [image: there is no content] are determined. The degree of abnormality eq of the query VOI is defined by
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(13)




[image: there is no content] evaluates the degree of the globularity of a candidate region, and [image: there is no content] evaluates the similarity between the query VOI and the cluster [image: there is no content]. eq is larger as the region is more globular. Based on eq, the query VOI is determined to be abnormal or not.




4. Experimental Results


4.1. Experimental Conditions

The present method is applied to the Lung Image Database Consortium (LIDC) [19] dataset, where nodules are annotated by four radiologists. We select 50 CT scans that contain 104 nodules from 4 to 10 mm in diameter. 29 / 22 / 31 / 22 nodules are contained at the agreement levels 1 / 2 / 3 / 4, respectively. The slice numbers are from 102 to 371, and the pixel sizes are from 0.508 to 0.762 mm. The reconstruction intervals are from 0.75 to 3.0 mm. The parameters are set as follows: the radius of the spherical VOI at the initial detection phase is 15 voxels, and the radius and height of the cylindrical VOI at the false positive reduction phase are 10 voxels and 31 voxels, respectively. A feature vector used in the k-means clustering is generated from the values of voxels in the cylindrical VOI, and therefore the dimensionality of the feature vector is 9734. The numbers of clusters (i.e. the K values in the k-means clustering method) are set to be 15 / 20 / 25. 500 / 1000 / 1500 / 2000 FP VOIs are randomly selected at the training phase of the FP reduction. These parameters are determined experimentally.



4.2. Initial Nodule Detection

In the initial detection process, 99 nodules are detected successfully, and the number of false positives is 5,368 per scan. Most of false negatives (FNs) have low intensity less than −600 HU. One false negative has an irregular shape. Four of five FNs are at the agreement level 1 and the other is at the agreement level 3. Figure 10 shows the free-response receiver operating characteristic (FROC) curve of the initial detection of all the agreement levels. The numbers of FPs per scan at the TP ratios of 95.20% / 90.38% / 86.54% are 3,832 / 554 / 441, respectively. The FROC curves of individual agreement levels are represented in Figure 11. At the agreement level 1, the numbers of FPs per scan at the TP ratios of 86.21% / 79.31% are 1, 744 / 454, respectively, at the agreement level 2, those at the TP ratios of 95.45% / 90.91% are 1, 338 / 376, respectively. At the agreement level 3, the numbers of FPs per scan at the TP ratios of 96.77% / 90.32% are 502 / 344, respectively, at the agreement level 4, those at the TP ratios of 100% / 95.45% / 90.91% are 1090 / 696 / 556, respectively.

Figure 10. FROC curve of initial detection of all the agreement levels.
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Figure 11. FROC curves of initial detection of individual agreement levels.
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4.3. False Positive Reduction

At the false positive reduction process, we use the dataset at the TP ratio 90.38% of the initial detection. The dataset is divided into two subsets. Dataset A contains 13, 350 FPs and 50 TPs and Dataset B contains 14, 381 FPs and 44 TPs. The numbers of FNs at the datasets A and B are 5 and 5, respectively.

The FROC curves of the FP reduction are shown in Figure 12, where 500 / 1000 / 1500 / 2000 represent the numbers of the randomly selected FP VOIs for training. The numbers of the FPs per scan at the TP ratios of 84.6% are 48 / 52 / 47 / 110, respectively. Figure 13 shows the FROC curves of the 15 / 20 / 25 clusters at the 1500 FPs. The numbers of the FPs per scan at the TP ratios of 84.6% are 55 / 47 / 59, respectively.

Figure 12. FROC curves of individual FP numbers for training in FP reduction.
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Figure 13. FROC curves of individual cluster numbers for training in FP reduction.
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5.Discussion

Figure 14 shows examples of nodules detected by our proposed CAD system. Not only a typical nodule but also a juxtapleural nodule and an irregular nodule can be detected.

Figure 14. Extracted nodules. (a) example 1; (b) example 2; (b) example 3.
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In the initial detection process, many false positives are generated due to the noises caused by the failure of the lung region extraction in the apex regions. Figure 15(a), (b) and (c) show an example of a CT slice including an apex region, the result of the lung region extraction, and the result of the initial detection, respectively. In Figure 15(b), several brighter spot regions remain as noises which cause the false positives in Figure 15(c).

Figure 15. The failure of the lung region extraction generates false positives. (a) Original slice section. (b) Extracted lung region. (c) Result of the initial detection.
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The proposed filters cannot correctly recognize the nodules of irregular shapes. The LIDC dataset of the agreement levels 3 and 4 contain large nodules which tend to have irregular shapes. Figure 16(a) shows an example of a large nodule, (b) is the result of the moment-of-inertia filter and (c) is the result of the center displacement filter. In Figure 16(b), the center voxel of the VOI has high value, but it is mistakenly suppressed in Figure 16(c).

Figure 16. An example of a false negative. (a) An example of a large nodule. (b) The result of the moment-of-inertia filter. (c) The result of the center displacement filter.
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The performance of the k-means clustering strongly depends on the numbers of clusters as shown in Figure 12. In this paper, the numbers of clusters are determined experimentally.







In the experiment of the FP reduction, we also employed one-step k-means clustering. The numbers of the FPs per scan at the TP ratio 84.6% are 97 / 153 / 103 / 95, respectively. The best performance is 95 FPs at the TP ratio of 84.6%. It implies that the two-step k-means clustering is more promising than the one-step k-means clustering.

In the experiment, we used the 50 CT scans that are selected from the LIDC dataset. Although the dataset contains more CT scans, we can apply the proposed method only to this subset. The main reason is that the method needs a lot of calculation time for the FP reduction process where the high-dimensional feature vectors are classified. In the future, we should apply the method to larger dataset by reducing the calculation time of the proposed method.

The FP reduction of the proposed method is not sufficient yet. The proposed method can be used as preprocessing for our previous methods[21,22] which can detect nodules more accurately. For further accuracy improvement, we should build a hybrid detection system by combining the proposed method with these methods in the future.



6. Conclusion

This paper proposed a detection method for pulmonary nodules by use of the radial suppression filter, the moment-of-inertia filter, and the center displacement filter followed by the two-step appearance-based k-means clustering. The proposed method is applied to 50 CT scans in the LIDC dataset. The number of FPs is 47 per scan at the TP ratio of 84.6%.
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