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Abstract:



In this paper, a block-based watermarking scheme based on the Singular Value Decomposition (SVD) is proposed. Our watermark, a pseudo-random Gaussian sequence, is embedded by modifying the angles formed by the right singular vectors of each block of the original image. The orthogonality property of the right singular vector matrix is preserved during the embedding process. Several experiments have been carried out to test the performance of the proposed scheme against different attack scenarios. We conclude that the proposed scheme is resistant against common signal processing operations and attacks, while it preserves the quality of the original image.
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1. Introduction


In recent years, the necessity to protect multimedia content from illegal copying has been made more critical by the advent of digital technology. A common and well-discussed solution to counter the unauthorized distribution of copyrighted contents is applied by means of digital watermarking. This term refers to specific information hiding techniques whose purpose is to embed secret information inside multimedia contents, such as images, video or audio streams. The watermark, i.e., the signal added to digital media, can be detected and retrieved when necessary. In the specific field of copyrighted content protection, the objective is to identify the media’s owner by means of a specific user-related watermark.



The majority of watermarking techniques can be categorized as algorithms operating either in the spatial domain or in the transform domain. Examples of embedding schemes, which insert the mark in the spatial domain by modifying a subset of the image pixels, are analyzed in [1,2,3,4,5]. Watermarking schemes operating in the transform domain represent the original image in a transformed domain where the embedding is performed. They are generally more robust than those in the spatial domain, since most of the attacks can be characterized and modeled in the transform domain [6]. Common examples are methods based on the frequency domain, such as Discrete Cosine Transform (DCT) [7], Discrete Fourier Transform (DFT) [8] and Discrete Wavelet Transform (DWT) [9], or schemes based on the Singular Value Decomposition (SVD).



The general requirement in devising a new watermarking scheme for copyright protection is to achieve a compromise between the invisibility of the hidden watermark, while maintaining a high quality of the digital media, and its robustness against common signal processing operations and specific attacks aimed at removing the watermark or making it undetectable. In recent years, different human visual models (Watson model, masking functions, etc.) have been extensively exploited to achieve such an optimal compromise [10, 11].



A watermarking algorithm is generally classified as robust or fragile. The former is characterized by a high resistance to attacks and can be considered as one of the most interesting and widespread applications of digital watermarking. For information about the latter, the reader may refer to [12].



A further classification may be given according to evidence of ownership; indeed, watermarking schemes are generally considered invertible or non-invertible. In fact, suppose that the original image is Io and W is the watermark to be inserted; then, the embedding process is carried out by means of a function E, defined as follows:


Iw=E{Io, W},



(1)




where Iw is the watermarked image. A scheme is said to be non-invertible if it is computationally unfeasible for an attacker to use the watermarked image Iw to construct a fake original image IoF and a fake watermark WF so that E{Io, W} = E{IoF, WF}.



In addition, watermarking schemes can also be categorized in the following three classes: non-blind methods, which require at least the original media and, in some cases, the original watermark in the detection process; semi-blind schemes, which use only the original watermark or some other side information; and blind algorithms, which use neither the original data nor the watermark in the detection process [13]. According to the studies of Craver et al. [14], using invisible watermarks to establish rightful ownerships requires that the original media isn’t directly used in the extraction process. Therefore, non-blind watermarking schemes are not suitable for proving the ownership of a digital media.



In this paper we introduce a novel block-based watermarking scheme, which uses the Singular Value Decomposition transform. The proposed scheme works by initially splitting the original image into non-overlapping blocks, applying the SVD transform to each of them and subsequently embedding a watermark into the singular vectors. Each watermark value is embedded by modifying a set of singular vector angles, i.e., angles formed by the right singular vectors of each block. The main contribution of this work can be identified in:

	
the use of the angles formed by the singular vectors to embed the watermark while maintaining the property of orthonormality. To our knowledge, there are no watermarking schemes, based on singular vectors, that respect this property;



	
an increased security of the watermarking process based on the SVD transform, due to the use of singular vectors for the watermark insertion rather than singular values. Indeed, many of the existing SVD-based algorithms embed the watermark into the singular values of the image, which implies a high robustness against common image processing operations and geometric attacks but, on the other hand, a complete vulnerability towards attacks based on singular value substitution, as explained for example in [15,16].








The remainder of the paper is organized as follows: Section 2 presents detailed information on the SVD transform, while Section 3 introduces the most relevant works related to digital watermarking based on SVD. Section 4 is completely focused on the description of the novel scheme, detailing both the embedding and detection procedures, whose main properties are subsequently examined in Section 5. In Section 6, experimental results are shown to prove the effectiveness of the proposed solution. Finally, in Section 7 we conclude discussing open problems and possible improvements of our watermarking algorithm.




2. SVD Transform


In linear algebra, the Singular Value Decomposition (SVD) is a well-known technique for factorizing a rectangular matrix, real or complex, which has been widely employed in signal processing, like image compression [17, 18], noise reduction or image watermarking. Recently, the SVD transform was used to measure the image quality under different types of distortions [19].



Suppose to have an image represented as a matrix of size m rows by n columns, Amxn; applying the SVD on matrix A will result in the three decomposition matrices Umxm, Smxn and Vnxn, as shown in (2):


[image: there is no content]



(2)




By multiplying U, S and VT (where VT means the transpose of V) we obtain the matrix A:


[image: there is no content]



(3)




where [image: there is no content] are the singular values, i.e., the available diagonal elements of the matrix S sorted in descending order, ui are the left singular vectors, i.e., the columns of U, and vi are the right singular vectors, i.e., the rows of VT (or columns of V). U and V are unitary matrices, that means U·UT=Imxm, V·VT= Inxn, where Imxm and Inxn are the unit matrices.



To calculate the SVD we need to compute the eigenvalues and eigenvectors of A·AT and AT·A. The eigenvectors of A·AT form the columns of U, whilst the eigenvectors of AT·A form the columns of V. Moreover, the singular values (SVs) in S are the square roots of the eigenvalues of AT·A or A·AT.



Note that increasing the magnitude of the singular values of matrix S will increase the image luminance, while lowering the magnitude will decrease the image luminance. Therefore, it is correct to state that S is in close relation with the image luminance, while the intrinsic “geometry” of the image depends upon orthogonal matrices U and V which represent, respectively, the horizontal and vertical details (edges) of the image [20].



From (3) we can observe that each SV is multiplied by the corresponding left and right singular vectors. Hence, this creates different image layers, i.e., a sum of rank-one matrices, where the first image layer (generated multiplying the first SV by the left and right singular vectors) represents the image profile, which concentrates a large amount of the energy contained into the final image [15]. Left and right singular vectors which correspond to the largest SV represent the shape (i.e., strong edges) of the image, while the rest of singular vectors expresses edges and texture regions.



Another interesting feature of the SVD is the invariance of SVs to common image processing operations (except for noise addition) and geometric transforms, like rotation, translation and scaling [21]. Due to these properties, the SVD has been used (also combined with other techniques) for devising watermarking algorithms particularly resistant to geometric attacks.




3. Related Works


3.1 Overview of the SVD-based watermarking schemes


The applications of SVD in the robust digital watermarking context can be classified in:

	
watermarking algorithms which embed the watermark or its singular values into the singular values of the host image;



	
watermarking algorithms which insert the watermark by modifying the right/left singular vectors of the host image;



	
watermarking techniques based on modification of singular vectors and values; the watermark inserted in singular vectors is used as a control parameter to avoid the false positive problem;



	
watermarking methods that combine all features of the SVD transform (singular vectors/values) with others transforms (DFT, DCT, DWT, Zernike Moments Transform, Haar Transform, Hadamard Transform).









3.2 Watermarking algorithms based on Singular Values


In the literature, watermarking methods from the first category insert the mark in different ways. The simplest embedding scheme consists in adding the watermark by modifying the SVs of the whole host image (e.g., a gray-scale image), where the embedded watermark is a logo binary image or a pseudo-random generated sequence [22, 23]. Another variant is to apply the SVD transform also to the watermark, followed by insertion of the watermark singular values into the SVs of the image [24]. These methods are non-blind or blind [22], and are characterized by a simple implementation.



Instead of applying the SVD to the whole image, other schemes split the original image (and the watermark) into non-overlapping blocks, which are then transformed using the SVD. In the embedding process, SVs of the mark are added to SVs of the blocks of the image [25, 26]. The detection process can be blind [27, 28], semi-blind [26], or non-blind [29]. In [24] the authors proposed an algorithm which embeds the watermark (a gray-scale image) in the host image as follows: firstly, a block-based SVD transform (layer 1) is applied to the host image, while a whole SVD transform is performed on the watermark. Each SV of the watermark is then added to the largest SV of each block. Afterward, a global SVD (layer 2) is performed and the SVs of the watermark are added to those of the host image.



In several schemes, the embedding space is chosen basing the selection on feature extraction tools, like the Canny edge detector [29] and an entropy masking function [30].



Other techniques embed the watermark, which can be a pseudo-random sequence [21, 30], or a gray-scale image [20] or a binary image sequence (technique 2 in [31]), directly into the largest SV or by quantizing the largest SV of each block of the host image. The detection process is non-blind for [30] and [31], whereas it does not use the original image for schemes that quantize the largest SV (in [15, 21]).



The main drawbacks of the presented schemes can be summarized as follows:

	
False positive. As stated in [16, 31,32,33,34,35], these schemes are subject to the false positive problem, which is an erroneous detection of a watermark in a content which does not actually contain one [36]. However, a false positive may occur also when a specific watermark is detected from a content in which a different watermark was embedded, causing an ambiguous situation [32]. This fact does not allow one to solve the rightful ownership problem [37]. In general, SVD-based watermarking methods which embed the Singular Values of the watermark into the Singular Values of the host image are considered invertible schemes [31]. Thus, they are vulnerable to the false positive problem, which appears in the detection phase, during the watermark reconstruction. Recently, Mohammad et al. [31] proposed a scheme which modifies the Tan’s algorithm [23] in order to solve this problem. However, the algorithm cannot resist against common and geometric attacks even if the original image is used in the detection process.



	
Quality of the watermarked image. In these schemes, modifying the largest SV may degrade the watermarked image, thus it is necessary to use an adequate strength factor in the embedding process, which attenuates the energy of the watermark and thus lowers the resistance against attacks.



	
Payload. To increase the payload of these schemes the host image is split into small blocks; this fact lowers the robustness against common attacks (e.g., JPEG compression and noise addition) since the stability of the SVs decreases when reducing the size of the blocks.



	
Robustness. Some of the presented algorithms aren’t robust to common image manipulation and geometric attacks [20, 26, 27, 30 technique 1 in 31.]



	
BER. Exact extraction of the watermark cannot be achieved, i.e., the bit error rate (BER) between the original watermark and the recovered one is not zero [23, 35, 38]. This causes a decrease in robustness against signal processing operations and common attacks.



	
Security. Most of the proposed schemes [23, 29, technique 1 in 31, 38] cannot be considered secure because they do not use any secret information in the watermarking process. To increase security and also to avoid the false positive problem, these algorithms must use secrets for choosing the embedding blocks [27, 28] or preprocess the watermark and the original image before embedding [24,25,26].









3.3 Watermarking algorithms based on singular vectors


In recent years, several watermarking schemes, which embed the watermark bits into the left or right singular vectors (matrices U and V), have appeared. The first algorithm based on singular vectors was proposed by Chang [39]. The host image is a grayscale image, whereas the watermark is a binary image. The embedding process can be briefly described as follows: the host image is divided into non-overlapping blocks of size [image: there is no content], and blocks with higher ranks (i.e., complex blocks) are selected for embedding using a secret key. Each watermark bit is embedded by modifying the relation between the second and third coefficient of the first column of matrix U. The algorithm is robust to common attacks and the original image is not required in the detection process. However, using this algorithm an exact watermark extraction can’t be achieved [29]. This is caused by the values of the U matrix which belong to the interval [-1..1]. Another defect of this technique is related to the selection of the higher rank blocks, since rank is not a reliable parameter [40, 41].



In [40], the authors propose a similar watermarking scheme except for the use of the V matrix in the embedding process. To improve the security, the components from the first column of the matrices U and V are randomly selected using a secret key. It is shown that the algorithm is robust against common attacks. Nonetheless, the bit error rate (BER) between the original watermark and the recovered one is different from zero.




3.4 Watermarking algorithms based on Singular values and vectors


In 2008, Chandra et al. [41] proposed a hybrid block-based watermarking scheme. The host image is divided into four blocks and the watermark (i.e., a binary image) is embedded twice: firstly in the largest SV of upper-left block (previously segmented into sub-blocks) by means of quantization, and secondly in the bottom-right block (segmented as well into sub-blocks), by using the method proposed by Chung et al. [42]. To enhance the security of the scheme the watermark is permuted before the embedding process. A quantization table formed with the largest SV of each block of the original image is used in extraction. The algorithm is robust against common and geometric attacks. However, by modifying only the upper-left and bottom-right blocks of the cover image, some images may show artifacts at the block’s borders of the watermarked image (i.e., strong luminance differences between upper-left corner and upper-right or bottom-left corners).



It is important to mention that all the previously cited watermarking schemes based on singular vectors don’t preserve the orthogonality property of the U and V matrices, since the transformation used to embed the watermark is nonlinear. It is very difficult to embed the watermark into the singular vectors of the host image while preserving the orthogonality, because it is necessary to devise an orthogonal transformation for watermark insertion and, at the same time, to preserve the quality of the watermarked image.




3.5 Combined watermarking algorithms


SVD has been used also in combination with other transforms, like DCT [35, 43,44,45,46,47,48,49,50]. The scheme proposed in [15] decomposes the original color image (in RGB format) into YUV components and splits the Y component into non-overlapping blocks. To embed the watermark bits, the largest SV of each block is quantized. The security is then improved by performing a torus permutation on the watermark image. The proposed scheme is robust to most attacks and does not need the original image in the detection process. A similar scheme is proposed in [35], where authors add the SVs of the watermark to the SVs of the approximation image, i.e., the image formed by the DC coefficients from each block. To avoid the false positive problem, the watermark matrix of the right singular vectors is embedded into the 2nd and 3rd AC coefficients of each block, as a control parameter. This information is later used in the extraction process, which requires the original image; however, the watermark cannot be extracted with zero bit error rate. In 2006, the paper [32] showed that the detection process of the scheme proposed in [43] is subject to the false positive problem. The same considerations can be applied to the algorithm proposed in [46].



The SVD transform was also used to devise semi-fragile watermarking schemes [15, 51, 52], which are used for data authentication.





4. Proposed Watermarking Scheme


Generally, the SVD transform can be applied to an image with two different techniques: on the whole image and on blocks of the image. The former tends to spread the watermark all over the image, whereas the latter only affects local regions of the image. The watermarking scheme we propose in this paper is block-based, i.e., it splits the original image into a number of blocks and applies the SVD transform to each of them, producing a matrix of SVs (S) and two matrices of vectors (U, V) for each block.



The basic idea of the proposed algorithm is to act on some of these vectors, rotating them so to embed the watermark into angles related to such vectors and, at the same time, maintain the orthonormality of the matrices U and V. The angles considered here are the ones formed by the projection of the chosen vectors on selected planes with respect to the axes defining the planes. The watermarking algorithm is based on the idea of Zeng et al. [53], a feature-based watermarking scheme which embeds the watermark, i.e., an independent identical distributed pseudo-random sequence W, into a set of features F obtained from the original image Io.



We consider that Io is a gray-scale image of size N×N and the watermark W is a pseudo-random sequence, with zero mean and unitary variance, of size n2, where n=N/M and M×M is the size of a single block. Our feature set F is composed by angles identified by the components of the projection of a vector vi on the hyper-plane P(k, l), i.e., [image: there is no content]; we refer to such components as vki and vli. Each value of the watermark is considered as an angle, which is used to rotate the right singular vector vi of each block of the original image, obtaining a new rotated vector, v’i. A visual representation of the initial vector vi, the rotated one v’i, their projections and their components is given in Figure 1.


Figure 1. Three-dimensional visual representation of the vectors involved in the watermark embedding.



[image: Algorithms 02 00046 g001]








To perform the rotation, we use a unitary transformation matrix constructed as presented in [54]. The orthonormality property of the matrix V is maintained by rotating a second vector vj together with vector vi.



To improve the security of the algorithm, a secret key K is used to choose the right singular vectors, which will be rotated to embed the watermark, and the corresponding coefficients that determine the secret plane. The secret key, which allows the watermarking algorithm to be public, also contains a value which is used to initialize the pseudo-random generator to produce the watermark sequence W. For the specific purpose of content protection, note that such a value must be univocally associated with the copyright owner identity, e.g., applying a standard hash function to the string containing his name.



4.1 Watermark embedding


The steps of the embedding algorithm can be described as follows:

	1)

	
Split the host image Io of size N ×N into n2 non-overlapping blocks, Bb, of size M × M, where M = N/n and [image: there is no content].




	2)

	
Generate the watermark W, i.e., a pseudo-random Gaussian sequence of size n2, by means of the secret key K.




	3)

	
Apply the SVD transform to each block:


[image: there is no content]



(4)




The computation of the SVD transform is based on the QR method [55], to which we add the sign flip correction function [56] (see Section 5 for details).




	4)

	
From the secret key K, extract the indices i and j that choose the vi and vj vectors belonging to the matrix Vb. From K, also extract the indices k and l which define the components on vi and vj, used to compute the secret plane P(k, l). For simplicity, we refer to such components as x = vki, y = vli, z = vkj and w = vlj.




	5)

	
Compute the angle θb, derived by the projection of vector vi with the positive axis k, i.e., [image: there is no content] defined by the components x and y, using the four quadrant arctangent function (see Appendix A):


[image: there is no content]



(5)




θb is then inserted in the feature set F.



The scaling factor δ is used to obtain a feature angle that is not close to the point of discontinuity in –π and π. In this way, all angles are “compressed” around the origin, so the modification made by the watermark insertion should not allow the angle to bypass the discontinuity point. This can be obtained by carefully choosing the scaling factor and the watermark strength, taking also into account that the angle obtained after the watermark insertion should, in theory, span all the range [-π..π]. Nonetheless, it is possible (in a few cases, if the multiplicative constants are not carefully chosen) that for large values of the feature angle and of the watermark, the discontinuity will be traversed.




	6)

	
Compute the angle αb, by adding the angle extracted from the watermark sequence Wb to the angle θb:


[image: there is no content]



(6)




where β is the strength factor of the embedded watermark.




	7)

	
Determine the rotation angle φb, which is needed to rotate the vi and vj vectors in the plane P(vi,vj) so that [image: there is no content]. To obtain this result, we apply the following relation (for its derivation see Appendix B):


φb={χ,if{y⋅cosφb−w⋅sinφb<0  and  αb>0     ory⋅cosφb−w⋅sinφb>0  and  αb<0        τ,otherwiseχ=arctan(x⋅sinαb−y⋅cosαb, z⋅sinαb−w⋅cosαb)+πτ=arctan(x⋅sinαb−y⋅cosαb, z⋅sinαb−w⋅cosαb)



(7)








	8)

	
Construct the unitary transformation matrix Gb which rotates clockwise a single pair of right singular vectors, i.e., vi and vj, in the plane P(vi, vj), by an angle φb:


Gb=[1…0⋯0⋯00⋱⋮cos φb0⋯⋯0−sin φb0⋮1⋱⋮1⋱00⋯sin φb0⋯⋯0cos φ1⋱001⋱]                     i  j



(8)








	9)

	
Apply the transformation matrix to Vb:


[image: there is no content]



(9)




where V’b is the modified matrix of the right singular vectors.




	10)

	
Reconstruct the modified watermarked image block using V’b:


[image: there is no content]



(10)













To obtain the watermarked image Iw, we apply the above steps for all image blocks.




4.2 Watermark detection


The following steps describe the detection algorithm:

	1)

	
Apply the first three steps of the embedding on the possible watermarked and attacked image, Iwa, by means of the secret key K.




	2)

	
Construct the feature set F’ with angles computed using the same procedure presented in step 5 of the embedding process. The angle θ’b is determined using vectors v’i and v’j and their relative components x’ = v’ki, y’ = v’li, z’ = v’kj and w’ = v’lj, according to the following relation:


[image: there is no content]



(11)








	3)

	
To detect the watermark in the extracted feature set F’ we construct the following hypothesis test [53]:


[image: there is no content]



(12)




where F and F’ are, respectively, the initial and the extracted feature sets, W is the watermark sequence and Z is the noise signal. Under the null hypothesis H0 the original image is unmarked, whereas under the alternative hypothesis H1 the watermark sequence W is embedded into the original image.




	4)

	
Compute the test statistic q with the following relation:


[image: there is no content]



(13)




where MeanY and VarY are, respectively, the sample mean and the Root Mean Square Error (RMSE) of [image: there is no content], whilst L=n2 is the size of the feature set F’. According to [53], since the watermark strength factor β is a constant value, then it is possible to use [image: there is no content], that is the sequence generated from the seed contained in the key. Intuitively, the value q measures the correlation between the watermark sequence and the extracted feature set.




	5)

	
The value of q computed above is compared with the acceptance threshold T which is calculated, under the hypothesis H1 and for large L, with the relation:


[image: there is no content]



(14)




where [image: there is no content] is the mean of the distribution of the output statistic q under the hypothesis H1.



As proposed by Zeng et al. [53], in the above relation we disregard the noise factor Z; then, if [image: there is no content], we consider that the watermark sequence W is present in the feature set F’.











5. Considerations on the Proposed Scheme


The proposed watermarking algorithm performs a block-wise SVD transform on the original image. Naturally, the first question that we encounter is: which is the optimal size of the blocks used throughout the watermarking process? We noticed that the embedding block size is an important parameter which affects the requirements, properties and behaviour of the watermarking scheme.



It is important to note that the application of a block-wise transform on the original image produces more robust features against signal processing operations and common attacks, than features provided by a whole transform. Moreover, the features obtained from the SVD transform (i.e., singular values and vectors) have a different behaviour: the stability (and, implicitly, the robustness) of the singular values and vectors is inversely proportional to the size of the segmentation block. Indeed, the SVD transform produces highly stable features when performed on large images (blocks). In general, the attacks which are very sensitive to the segmentation size are JPEG compression and noise addition (e.g., white Gaussian noise or salt and pepper noise) [20]. On the other hand, by splitting the cover image into small blocks, the watermark sequence can be embedded redundantly, i.e., each bit of the watermark is inserted in more image blocks. This ability confers to the watermarking scheme a high robustness against geometric attacks (e.g., translation, cropping and scaling).



Unfortunately, to achieve robustness against the geometric attacks it is required to embed the watermark redundantly which causes a sharp reduction of the watermark payload, i.e., number of bits which can be embedded into the cover image [36]. Thus it is necessary to realize a trade-off between the robustness against geometric attacks and the payload of the watermark sequence.



Besides these requirements of the watermarking scheme (robustness and payload) it is important to take into consideration the quality of the watermarked image [57] which is related to:

	
Imperceptibility: A perfectly imperceptible bit sample of the watermark is present if the watermarked media and the original cannot be distinguished.



	
Undetectability: The digital content due to the carried watermark information is not detectable if it is consistent with the original data. Non-detectability cannot be directly linked to non-perceptibility that is based on the concepts of human perceptions. Non-detectability is related to the data source and its components. It describes the consistency with the original data.








It is important to mention that segmenting the original image into small blocks satisfies the undetectability and imperceptibility features.



Another important property that we need to consider when devising watermarking schemes is security. All existing watermarking algorithms which are not secure cannot be used for copyright protection, for data authentication or to trace the illegal distribution of the digital content. Thus, a robust watermarking algorithm is secure if an attacker, exploiting the knowledge of the applied watermark procedure and without knowing the secret keys used to watermark the digital content, cannot damage or destroy the hidden information of the watermark [36]. Moreover, complexity of the watermarking procedure may be related to security, since an attacker will be discouraged to search the embedding locations in a large embedding space and for a long secret key. Therefore, to increase the security of the algorithm, we can enlarge the embedding space and increase the size of the secret key by splitting the cover image into small blocks.



In our scheme, the secret key K consists of two parts:

	
The seed used to generate the watermark sequence W, i.e., the Gaussian distribution with zero mean and unitary variance.



	
The singular vectors chosen in the watermarking process and their components from which we construct the feature set. For each block of the cover image, the secret key K produces the right singular vectors and the specific pair of their components. Note that more than one couple of vectors can be chosen to embed the watermark, with the purpose to improve the overall robustness of the watermarking process.








Thus, the secret key K can be represented mathematically as a structure with the following components:


[image: there is no content]



(15)




where κseed is a random number used as the seed of the watermark sequence W; κcb is a vector with the following structure


[image: there is no content]



(16)




where, for every block, i and j identify the singular vectors in the matrix V (vi and vj) and k and l define the components of vi and vj used to compute the secret hyper-plane P(k, l). Note that the first two singular vectors are excluded from rotation since the corresponding singular values, s1 and s2, concentrate a large amount of energy of the image. Their modification is therefore extremely difficult without excessively affecting the quality of the image.



By using such a key structure, the overall security of the scheme is considerably improved, because it is computational infeasible, for an attacker, to find the embedding space of the watermark, i.e., the right singular vectors and their corresponding components. For this reason, attacks such as singular vector substitution or re-watermarking are unlikely to succeed without severely damaging the attacked image.



It was recently discovered that singular vectors are affected by a form of ambiguity called sign ambiguity [56]. More precisely, the SVD arbitrarily assigns the sign of each singular vector. This has significant consequences in many applications which use SVD to process and analyze data. In our scheme, the sign ambiguity of the singular vectors changes the sign of their components which are used in the detection process to recover the embedded watermark angle; therefore it can modify the extracted feature set F’ to such an extent that it becomes impossible to correctly detect the presence of the watermark. To solve this ambiguity we apply the algorithm proposed by Bro et al. [56], which suggests to determine the sign of a singular vector by computing the sign of the inner product of this vector and individual data vectors taken from the data set, that is, in our case, the original image.



With the proposed solution, good results are obtained when the inner products are not close to zero. Instead, to avoid an arbitrary sign assignment when the inner products are close to zero, the algorithm proposed in [56] considers the combined magnitudes of both left and right singular vectors. As far as we know, our method is the first SVD based watermarking scheme which takes into account the sign ambiguity of the singular vectors and attempts to solve it.




6. Experimental Results


In this section we show the robustness of the proposed scheme respect to signal processing operations and common attacks by applying the watermarking algorithm on different pictures taken from well-known data sets used for image processing [58, 59]. The experimental results were obtained using the reference gray-scale image “Lena” of size 512×512×8 bpp, which was partitioned into blocks of fixed size 16×16 (512/n×512/n, with the optimal value for n = 32). The size 16×16 was driven experimentally by the following considerations:

	
to generate a sufficiently long sequence of features which allows to maintain the statistical properties required by the insertion/detection method;



	
to have a high speed of computation of the SVD;



	
to maintain a good visual quality of the watermarked image.








The latter point is subjective, whilst the previous ones are controlled by the computing power and by the statistical properties.



The watermark is a Gaussian pseudo-random sequence of size n2 = 1024. The values of the watermark represent a sequence of angles, in radians, which are used to rotate a specified pair of right singular vectors of the matrix V in every block. The parameters used through the embedding process are experimentally set to the values β = π/4 and δ = 4, which represent a compromise between the strength of the inserted mark and the quality of the watermarked image. Increasing the value of β implies larger angle fluctuations, decreasing the image quality. To avoid the discontinuity in –π and π introduced by a large β, a corresponding larger δ is required (see step 5 in watermark embedding), and this fact implies large modifications to the original angle. By means of the secret key K, the 6th and 7th right singular vectors are selected from each block, together with the indices k and l which, for simplicity, are set to the same values. Choosing other pairs of vectors (e.g., the 2nd and 3rd) can increase the robustness of the scheme against attacks but it negatively affects the visual quality of the watermarked image.



The quality measure used to compute the amount of distortion introduced by the embedding process is the Peak Signal-to-Noise Ratio (PSNR). Using 100 images we computed the average PSNR for the proposed scheme obtaining a value higher than 37 dB. A sample of the embedding process is presented in Figure 2; as the reader can note, no visual artifacts can be observed in the watermarked image.


Figure 2. Original “Lena” image on the left; watermarked image on the right (PSNR = 37.6752 dB).
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The distribution of q under the hypothesis H0 and H1 was verified using the “Lena” image of size 512×512. Under the hypothesis H0, we firstly generated 10,000 watermarks by setting 10,000 different seeds for the pseudo-random number generator; then, we checked the presence of these watermarks by correlating them with the original un-watermarked image. On the other hand, under the hypothesis H1, we embedded 10,000 watermarks, generated using 10,000 different seeds, into the “Lena” image, and we subsequently applied the detection process. The distribution of q for the statistic hypothesis test is presented in Figure 3.


Figure 3. Distributions of the variable q under the hypothesis H0 (left) and H1 (right) for the reference image “Lena” with the ideal (dashed green line) and practical (dashed blue line) acceptance thresholds.
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We can observe from Figure 3 that the output statistic q in both hypothesis tests follows a Gaussian distribution, with mean m and variance approximately one, i.e., N(m, var). Moreover, under the null hypothesis, the mean of the distribution of q is [image: there is no content] and [image: there is no content] whereas under the alternative hypothesis the distribution of q is characterized by [image: there is no content] and [image: there is no content]. Note that the distributions of the output statistic q in both null and alternative hypothesis are well separated. Thus, it is obvious that many thresholds between these distributions will yield both low false negative and false positive errors.



To check the presence of a watermark sequence, we compare the test statistic q with the acceptance threshold T, computed as a function of the mean m of the distribution of q under the hypothesis H1. The ideal acceptance threshold for which the detection errors (i.e., the false negative error Pn and the false positive error Pf) are virtually zero is [image: there is no content]. Nevertheless, as can be observed from Figure 3, we can choose an acceptance threshold much smaller (e.g., Tpractical = 5), maintaining at the same time extremely low values for the probability of false positive and false negative errors. The false positive detection error for different values of the acceptance threshold T is presented in Table 1.



Table 1. The probability of false positive error Pf, associated to the acceptance threshold T.







	
Threshold T

	
Probability of False positive error Pf [Pf (q ≥ T)]






	
3

	
3×10-4




	
4

	
1.23×10-7




	
5

	
2.54×10-12




	
[image: there is no content]

	
1.36×10-20










Note that, for all values of T in Table 1, the probability of false negative error is virtually null, being [image: there is no content]. On the contrary, for [image: there is no content], Pn tends to increase, whilst Pf remains virtually zero. The robustness of the proposed scheme was tested by applying several signal processing operations and common attacks, which can also be found in the standard benchmarking tools (e.g., Stirmark, Checkmark, Optimark), to a suite of 100 watermarked images taken from common image databases [58, 59]. In Table 2, the average of the output statistic q, obtained detecting the watermark from each attacked image, is reported.



Table 2. Robustness of the proposed scheme against common attacks (acceptance threshold T = 5).







	
Attack

	
Factor

	
Average of the output statistic q






	
Sampling

	
Down

	
0.7

	
10.14




	
0.8

	
14.56




	
Up

	
1.3

	
20.16




	
1.75

	
18.78




	
JPEG Compression

	
QF = 90

	
15.75




	
QF = 80

	
11.17




	
QF = 70

	
7.94




	
QF = 60

	
5.83




	
Additive White Gaussian Noise

	
1%

	
17.69




	
2%

	
12.87




	
3%

	
10.59




	
Salt & Pepper Noise

	
Density = 0.001

	
12.81




	
Density = 0.003

	
9.55




	
Density = 0.005

	
7.11




	
Row-Column Copying

	
5-11

	
18.63




	
35-78

	
19.08




	
67-437

	
18.03




	
3-16, 43-72

	
17.88




	
139-126, 123-211

	
18.21




	
333-164, 431-142

	
17.50




	
14-26, 169-99, 119-192

	
17.27




	
139-126, 123-211,43-72

	
16.80




	
5-11, 35-78, 67-437

	
17.01




	
Row Column Blanking

	
5-11

	
19.65




	
35-78

	
20.07




	
67-437

	
20.54




	
3-16, 43-72

	
19.12




	
139-126, 123-211

	
20.81




	
333-164, 431-142

	
19.75




	
14-26, 169-99, 119-192

	
17.64




	
139-126, 123-211,43-72

	
17.27




	
5-9, 11-67, 437-500

	
17.60




	
Gamma Correction

	
γ = 0.6

	
10.31




	
γ = 0.8

	
13.76




	
γ = 1.1

	
14.04




	
γ = 1.2

	
12.05




	
γ = 1.5

	
10.58




	
Cropping

	
10%

	
17.12




	
20%

	
15.26




	
25%

	
14.41




	
30%

	
10.34












We applied the sampling operation (i.e., up-sampling and down-sampling) on the watermarked images using different sampling factors (namely 0.8, 1.3 and 1.75). Nevertheless, the watermark can be detected with high confidence from the attacked images i.e., the averages of the output statistic q are 14.56, 20.16 and 18.78. Normally, the detector can easily distinguish the watermark from a down-sampled image. However, to obtain even better performance from the detector, one can firstly up-sample the attacked image by estimating the applied distortion, in case the original image is available.





Regarding the JPEG compression attack, the watermarked images were compressed with different quality factors QF, ranging between 100 (no compression – best quality) and 0 (maximum compression lowest quality).



As can be seen in Table 2, the average of the output statistic q decreases with the quality factor QF. The watermark can be still detected, with high confidence, if the watermarked images are compressed with a QF = 60 (the average of the value of q is 5.83).



Moreover, the average of the output response q for images with complex regions (edges, textures) is much higher, thus we can detect the watermark even if they are attacked with a higher compression factor. From our tests, we verified that the robustness against JPEG compression can be improved by:

	
increasing the strength factor β;



	
decreasing the multiplicative factor δ;



	
increasing the size of the blocks of the original images used in the embedding process.





However, we believe that the previously suggested values for β, δ and the block size can already guarantee a good compromise between robustness and visual quality of the watermarked images.



Watermarked images were also attacked by adding white Gaussian noise (AWGN) of different intensities. The effect is a uniformly distributed noise across the image [19]. This noise is visible in all frequencies (i.e., high, middle and low frequencies) and textured regions. The average of the output statistic q is equal to 10.59 when 3% of additive white Gaussian noise is added to the watermarked images.



Another attack applied to watermarked images was the addition of salt and pepper noise with densities within the interval [0.001, 0.005]. The watermark sequence can still be detected even if the average of the output q is lower compared to other attacks. During the simulation tests, we observed that the SVD transform is less robust against aggressive noise-based attacks, such as additive white Gaussian noise or salt and pepper noise.



In the row-column copying attack random rows and/or columns are copied to random locations of the image. To better study the behavior of the proposed scheme, we divided this attack into the following sub-classes:

	
1-column copying (e.g., we copied the 5th column to the 11th column or the 35th column to the 78th column or the 67th column to the 437th column);



	
2-columns copying (e.g., we copied the 3rd column to the 16th column and the 43rd column to the 72nd column, etc.);



	
3-columns copying (e.g., we copied the 14th column to the 26th column and the 169th column to the 99th column and the 119th column to the 192nd column, etc.).








The same strategy was also adopted for the row-column blanking attack which selects random columns and rows and deletes them from each of the watermarked image (i.e., are replaced with zeros). Therefore, the sub-classes which correspond to this attack are:

	
1-row 1-column blanking (e.g., we deleted the 5th row and the 11th column, etc.);



	
2-rows 2-columns blanking (e.g., we deleted the 3rd and 43rd rows and the 16th and 72nd columns, etc.);



	
3-rows 3-columns blanking (e.g., we deleted the 14th, 169th and 119th rows and the 26th, 99th and 192nd columns, etc.).





For these common attacks the presence of the watermark sequence can be easily detected from attacked images.



The gamma correction attack changes the brightness of pixels of the watermarked images by a specified factor γ = {0.8, 1.1, 1.2, 1.5}. In Table 2, the average of the values of q shows that the proposed scheme is robust against intensity modification of pixels.



The cropping attack consists of cutting a portion of the watermarked image from borders, preserving however its main features. We performed this attack by varying the size of the cropped portion of each watermarked image up to 30% and we could still detect the presence of the watermark sequence W with high confidence. A sample of the attack is shown in Figure 4. Notice that the robustness against cropping can be further increased by embedding redundantly the watermark into the cover image.


Figure 4. The cropping attack performed on the 512×512 “Lena” image: the watermarked image (left) and the same image with cropped border by 20% (right).
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Regarding well known attacks such as rotation and translation, our algorithm cannot be considered sufficiently robust. Indeed, the values of q obtained during our tests for these attacks are smaller than the chosen threshold, besides being different from zero. As one of our aims was to minimize the false positive probability, we preferred not to lower the threshold, also considering the fact that the two previously cited attacks sensibly degrade the quality of the watermarked image. At this point a consideration deserves attention. It is not wrong to state that, in case of a dispute for determining image ownership, the “perfect looking” image has good chances to be considered as the “original” one [53]. This is unlikely to happen in case of rotated or excessively compressed images.





Besides signal processing operations and common attacks, we also executed comparative tests using a recently proposed watermarking scheme based on singular values [42] (Chung’s scheme). We focused on this scheme only because it is based on the modification of the singular vectors as our watermarking scheme. We did not consider suitable to include in the comparative analysis the following algorithms:

	
the scheme proposed by Patra et al. [40] due to the lack of information regarding the quality of the watermarked image (i.e., PSNR) and the test performed to demonstrate the robustness of the scheme;



	
the scheme proposed by Chang et al. [39], even if it is based on singular vectors, because of the detection problems analysed in various papers [29, 40, 41];



	
the watermarking schemes based on singular values (SVs) since they are subject to the security and false positive problems, described in section 3. A discussion on the security of the watermarking schemes based on SVs is presented in Appendix C.








The implementation of Chung’s scheme is compliant with the idea presented in [42]. To correctly compare the methods we chose the parameters of the Chung’s scheme so that the quality of the watermarked images was approximately 38 dB. The chosen values were:

	
the size of the test images equal to [image: there is no content];



	
a binary image of size [image: there is no content] as watermark;



	
the segmentation block size equal to [image: there is no content];



	
the threshold th set to 0.012;








The comparison test, presented in Table 3, was conducted by running both the embedding algorithms on 100 common images [58, 59] followed by the attacking and the extraction sessions. Given that both algorithms use different metrics for quantifying the detector response, we chose the percentage of the attacked images from which we were able to extract the watermark as a comparison factor. In Table 3, we refer to it as “Detection Ratio”.



Table 3. Performance of our scheme compared to the Chung et al. [42] scheme.







	
Attack

	
Factor

	
Detection Ratio




	
Proposed

	
Chung et al.




	
Sampling

	
Down

	
0.7

	
100%

	
0%




	
0.8

	
100%

	
0%




	
Up

	
1.3

	
100%

	
100%




	
1.75

	
100%

	
33%




	
JPEG Compression

	
QF = 90

	
100%

	
100%




	
QF = 80

	
100%

	
86%




	
QF = 70

	
100%

	
31%




	
QF = 60

	
94%

	
11%




	
Additive White Gaussian Noise

	
1%

	
100%

	
93%




	
2%

	
100%

	
21%




	
3%

	
100%

	
5%




	
Salt & Pepper Noise

	
D = 0.001

	
100%

	
100%




	
D = 0.003

	
100%

	
55%




	
D = 0.005

	
100%

	
33%




	
Row-Column Copying

	
5-11

	
100%

	
97%




	
35-78

	
100%

	
97%




	
67-437

	
100%

	
96%




	
3-16, 43-72

	
100%

	
91%




	
139-126, 123-211

	
100%

	
91%




	
333-164, 431-142

	
100%

	
92%




	
14-26, 169-99, 119-192

	
100%

	
90%




	
139-126, 123-211,43-72

	
100%

	
90%




	
5-11, 35-78, 67-437

	
100%

	
92%




	
Row Column Blanking

	
5-11

	
100%

	
95%




	
35-78

	
100%

	
95%




	
67-437

	
100%

	
95%




	
3-16, 43-72

	
100%

	
93%




	
139-126, 123-211

	
100%

	
92%




	
333-164, 431-142

	
100%

	
93%




	
14-26, 169-99, 119-192

	
100%

	
90%




	
139-126, 123-211,43-72

	
100%

	
94%




	
5-9, 11-67, 437-500

	
100%

	
94%




	
Gamma Correction

	
γ = 0.6

	
100%

	
0%




	
γ = 0.8

	
100%

	
0%




	
γ = 1.1

	
100%

	
0%




	
γ = 1.2

	
100%

	
0%




	
γ = 1.5

	
100%

	
0%




	
Cropping

	
10%

	
100%

	
100%




	
20%

	
100%

	
92%




	
25%

	
100%

	
55%




	
30%

	
100%

	
50%










The watermarking schemes were compared according to the essential requirements that must be satisfied by any marking system:

	
Quality of the watermarked image. Our scheme produces a perceptually good watermarked image (PSNR [image: there is no content] 38 dB) since it modifies the middle singular vectors in each block (i.e., the 6th and 7th right singular vectors). Differently from the Chung’s scheme, which embeds the watermark into the first singular vector in each block, our method discards the first two couples of vectors to maintain the image quality as high as possible.



	
Robustness against attacks. From Table 3, it can be observed that the Chung’s method performs well against cropping and row and column blanking/copying. Instead, when other attacks are applied, the detection ratio considerably decreases as the scheme fails to extract the watermark from all attacked images. Moreover, the Chung’s scheme has worse performance compared to ours when JPEG compression and noise addition are applied and doesn’t resist to down-sampling and gamma correction attacks. In our opinion this behavior is due to the way the watermark is embedded into the cover image, i.e., the orthogonality property of the singular vectors is not maintained in the embedding process. On the contrary, preserving such a property allows our scheme to detect the watermark from all attacked images, except when JPEG compression with quality factor 60 is applied (but still having a detection ratio equal to 94%).










	
Security. The security property of our watermarking scheme is granted by the capability to choose one or more couples of vectors among a set of many possible candidates. In addition, a further improvement to security is assured by selecting any pair of components of the chosen singular vectors. Instead, we can not say that the algorithm proposed by Chung is secure because it always embeds the watermark by modifying the same components (2nd and 3rd) of the first singular vector.



	
Type of the watermark. In our scheme, the watermark is a pseudo-random Gaussian sequence whereas in Chung’s scheme it can be a significant watermark (i.e., binary or a gray-scale image). In general, it is better to use a significant mark in the watermarking process because of the possibility, in the detection step, to visually compare the original watermark with the inserted one [31].






Our method does not require the original image in the detection phase; however, we can improve the algorithm robustness by using the original image in the detection process. To test this approach, we modified the algorithm to perform a non-blind detection. Briefly, we used the original blocks to directly compute the angle difference in the singular vectors of the watermarked image, in order to extract the watermark and correlate it with the original one. In that case, we obtained a much higher detection rate, with an extremely small false positive probability. Therefore, even if the non-blind method cannot be used in some application contexts, such as copyright protection, we think that this variant of the algorithm could be used in other less demanding scenarios, e.g., image fingerprinting, due to its higher robustness.




7. Conclusions


The method presented in this paper was devised with the aim of creating a novel secure watermarking scheme for digital images based on the SVD transform. Our approach was influenced by the work by Craver et al. [14], which states that the original media is not required in the detection process for resolving legal ownerships. This disallows the usage of a non-blind watermarking method to attest the possession of the original digital image or, more generally, of a multimedia content.



The proposed scheme is based on singular vectors, therefore it does not suffer the majority of the problems related to SVD watermarking schemes which use the singular values in the embedding process. Moreover, our scheme preserves the orthogonality property of the singular vectors during the watermark embedding step, which permits a smooth detection of the watermark in case of no-attack.



Although our solution has been devised and tested using the right singular vectors, it can be applied to the left singular vectors as well (U matrix), or extended to use both right and left singular vectors. Indeed, enlarging the embedding space improves the security and provides the possibility to insert the watermark sequence redundantly. However, extra care must be taken in order not to degrade the quality of the watermarked image during the embedding process. This is one of our future research directions, with the aim of increasing the performance of the method with respect to robustness to attacks and further reduction of the false positive and false negative occurrence.



Given the interesting results presented, we are also going to test the application of the SVD (using singular vectors) to other type of media that in general require copyright protection.
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Appendix A


The four quadrant arctangent function (i.e., arctan(y, x)) is a two-arguments function that computes the arctangent of y/x given y and x, but with a range of (−π, π]. Differently from the arctangent function with only one argument, the signs of both arguments allow to determine in which quadrant the point (x, y) lies and, consequently, the defined angle over the entire circle [61].




Appendix B


The objective is to make the projection of a vector vi on a plane P(k, l) to form an angle α with the positive axis k. Moreover, the vector vi forms, along with other vectors v1…vi-1 vi+1…vM, an orthonormal base. The condition on vi is obtained rotating it along with another vector vj on the plane defined by them by an angle φ. Thus the target is to determine φ as a function of α.



Let’s create the matrix A formed by the vectors v written in the rows.


[image: there is no content]



(20)




For the orthonormality of the vectors, we have [image: there is no content] where I is the identity matrix.



Consider the matrix B


B=[1…0…0⋯00⋱⋮cosφ0⋯⋯0−sinφ0⋮1⋱⋮1⋱00⋯sinφ0⋯⋯0cosφ1⋱001⋱]←i←j                  ij



(18)




which rotates the vectors vi and vj by an angle φ on their plane. The new vectors after the rotation are computed as:


[image: there is no content]



(19)







It is easy to see that [image: there is no content] i.e., the new vectors are still orthonormal.



Let’s call vki and vli the two components of vector vi on the two axes k and l before the rotation. The angle formed by the projection of vi with the positive axis k is:


[image: there is no content]



(20)




where arctan is the arctangent function over four quadrants.



After the rotation the two components of the vector vi are:

	
l-th component: vli cos φ – vlj sin φ



	
k-th component: vki cos φ – vkj sin φ








So:


[image: there is no content]



(21)




and some algebra leads to:


[image: there is no content]



(22)








Appendix C


In this appendix we present the problem arising in SVD based watermarking schemes based on the watermarking of singular values only. Such schemes are vulnerable to the SVs substitution attack, i.e., the procedure of substituting SVs of an image with similar SVs derived from another image.



To better clarify this fact, let us consider two images represented by means of matrices A and B. Applying a whole SVD transform on both matrices by means of (2), we obtain:


[image: there is no content]



(23)




where UA, UB are the left singular vector matrices, VA, VB are the right singular vectors matrices and SA, SB are matrices containing on their diagonals the SVs of the A and B matrices. The SA and SB matrices have an interesting property: they are very similar, i.e., the SVs of matrix A are highly correlated with those of matrix B.



Then, exchanging SA with SB in (23), we obtain:


[image: there is no content]



(24)







Finally, comparing matrix A with matrix D, we can notice that they are highly correlated and that the image D has a good visual quality. Analogously, we could repeat the reconstruction procedure in (24) with any image with similar SVs and we would obtain always the same result.



For example, let’s take as the matrix A the well-known “Lena” image and as matrix B a randomly chosen image from a common image dataset [58]. They are both gray-scale images of size 512×512×8 bpp (Figure 5).


Figure 5. Sample images used in the test. On the left, the image A (“Lena”); on the right the image B (from dataset [58]).



[image: Algorithms 02 00046 g005]






Next, we substitute the SVs of the A image with those of the B image. The resulting image D is presented in Figure 6. We can observe from this figure that the quality of the image D is high. Note that the same procedure may be applied to block based SVD producing the same results.


Figure 6. Resulting image by interchanging the SVs of the A image with those of the B image.



[image: Algorithms 02 00046 g006]






Given the above presented behavior of the SVD transform, we can identify two possible attack scenarios concerning SVs based watermarking schemes:

	
when both images A and B are watermarked by different owners, the watermark in A may be completely substituted by the one in B, therefore changing the ownership of the image;



	
when only image A is marked, the substitution of its SVs with those of an unmarked image B causes the watermark removal from A, and by consequence, a failure in proving the rightful ownership of A.








Many watermarking schemes which embed the watermark signal by modifying the SVs of the cover image have this problem, as has been demonstrated in various recent articles [15, 16, 31,32,33,34,35].
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