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Abstract: The satellite system is one of the most efficient means for broadcasting due to its wide
service coverage as well as the fact that it can provide high data rate services by using high frequency
bands. However, there are a number of problems in the satellite system, such as a long round trip
delay (RTD) and heterogeneity of the channel conditions of the earth stations. Even though utilizing
adaptive coding and modulation (ACM) is almost mandatory for the satellite systems using high
frequency bands due to the serious rain fading, the long RTD makes it difficult to quickly respond to
channel quality information, resulting in a decrease in the efficiency of ACM. A high heterogeneity of
earth stations caused by a wide service coverage also makes it difficult to apply a uniform transmission
mode, and thus satellite systems require receiver-dependent transmission modes. A rateless code
can be an effective means to compensate for these disadvantages of satellite systems compared
to terrestrial wireless systems. This paper presents soft iterative decoding algorithms for efficient
application of rateless codes in satellite systems and demonstrates that rateless codes can be effectively
used for hybrid automatic repeat request schemes.
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1. Introduction

The rateless code is designed to generate infinite length of parities for a given length of information
word, k, resulting in its code rate to be k/∞ ≈ 0. Because of this rateless characteristic, it is often called
a fountain code, and parity bits can be transmitted until perfect recovery of information is achieved.
This eventually leads to capacity-achieving performance without any channel state information (CSI)
report, and thus it can be efficiently utilized in unidirectional services such as multi-casting and
broadcasting services. A receiver in a heterogeneous channel condition can access the ongoing
mutli-cast session at an arbitrary time and can receive the message until it recovers the information
without any error. Luby proposed the first class of rateless codes; they were called Luby transform (LT)
codes [1]. Later, raptor codes were proposed in order to compensate for the disadvantages of LT codes;
the typical design of a raptor code concatenated an LT code with a low-density parity check (LDPC)
code [2].

Due to this strong advantage of rateless codes, evolved multimedia broadcast multicast services
(eMBMS) introduced in the third-generation partnership project (3GPP) adopted forward error
correction (FEC) schemes with rateless codes in the application layer [3]. Satellite systems are an
effective means of providing MBMS, and thus utilizations of rateless codes have been considered
to provide efficient satellite broadcasting services [4–7]. For example, in order to overcome the
heterogeneity of the receivers and reduce the number of retransmissions, the packet level FEC scheme
using LT codes was incorporated in a satellite data broadcasting system in [4]. In addition, raptor codes
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were investigated in combination with the digital video broadcasting via satellite (DVB-S) specification,
which is one of the most popular standards for broadcasting satellite services (BSS) [5,6]. A cross-layer
design of LT codes and LDPC codes was attempted for satellite multimedia broadcasting and multi-cast
services, and the optimum parameters were designed to improve throughput performance for satellite
multimedia transmission [7].

Considering that satellite bandwidth is a very expensive resource, recent satellite systems are
required to adopt spectrally efficient transmission schemes, such as high-order modulation schemes
and capacity-limiting FEC schemes. In addition, adaptive resource utilization, which is often referred
to as adaptive coding and modulation (ACM) is needed in order to counteract various channel
impairments in the physical (PHY) layer aspects. These requirements were reflected in the recent
standards for satellite broadcasting services, such as digital video broadcasting—second generation
satellite (DVB-S2) and its extension (DVB-S2X). Adaptive usage of resources, i.e., ACM requires closer
interaction between the medium access control (MAC) and the PHY layers for optimum resource
allocation. The hybrid automatic repeat request (HARQ) is an example of a cross-layer approach, where
end to end data reliability is provided through a combination of PHY, data link, and transport layers.

Modern satellite communication and broadcasting standards specify LDPC codes as an FEC
coding scheme, and LDPC codes are known to provide excellent decoding performance by virtue of
soft iterative decoding [8]. Even though multiple code rates of LDPC codes are defined for utilization
of ACM in the existing satellite standards such as DVB-S2 and DVB-S2X, LDPC codes do not have
their own rate compatibilities, i.e, multiple code rates cannot be generated from a single mother code.
For this reason they cannot be directly applied to HARQ schemes which require rate-compatible FEC
schemes to process incremental redundancy operations. In this regard, combining a rateless code with
the existing LDPC code can be a solution [6].

Motivated by the previous works, this paper presents two proposals to apply rateless codes for
HARQ in satellite systems in order to provide efficient data broadcasting services. We especially
focus on compensating rain fading in satellite systems by utilizing efficient soft iterative decoding
algorithms for the proposed rateless coded schemes. The first proposal is to use rateless codes in
the PHY layer to accomplish Type-II HARQ, by applying an efficient parallel soft iterative decoding
algorithm to the rateless LDPC coded scheme proposed in [6]. We present the detailed equations and
flowchart for the proposed algorithm and demonstrate the performance over a rain fading channel in
the satellite system. The second one is to use rateless codes in the MAC layer for a cross-layer coding
scheme. For this, we also present the detailed equations and flowchart for the soft iterative decoding
algorithm based on the Tanner graph of the cross-layer code. Simulation results are demonstrated over
an additive Gaussian noise channel and a rain fading channel.

The remaining part of this paper is organized as follows. After this introduction, we first review
the concept of HARQ schemes with rateless codes. Section 3 proposes two HARQ schemes with
rateless codes, and for both of the schemes we propose soft iterative decoding algorithms. Section 4
presents performance simulation results over satellite channels and demonstrates the excellence of the
proposed schemes. Finally, Section 5 concludes the paper.

2. HARQ Transmissions with Rateless Codes

2.1. Rateless Codes

In a transmission system using rateless codes, parities for a given piece of information can
be continuously received until the perfect recovery of the original information is achieved. This
way, quality of service (QoS) can be guaranteed independent of the channel condition. A block
diagram for a transmission system using a rateless code is represented in Figure 1. The encoder at
the transmitter continuously generates parity bits for the information word, u, with a length of k and
forms a codeword, c. The encoding process is performed using a predetermined degree distribution,
and it can be continued infinitely, resulting in infinite length of c.
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The encoding process is first started by generating the degree d of the encoding symbol, which is
randomly chosen from the given degree distribution. The encoder, then estimates the encoding symbol
by selecting d neighbouring variable nodes and taking the exclusive—or operation of the values in
the variable nodes. The degree distribution is critical to the performance of the rateless code. The
robust soliton distribution (RSD) is first proposed for the LT code [1], and later the Poisson robust
soliton distribution (PRSD) was proposed to improve the decoding efficiency and the symbol-recovery
probability [9]. More detailed information on the encoding of the rateless code can be found in [10].

After this encoding process, the transmitter maps a part of the codeword c to modulation symbols
and sends them through the channel, and this mapping and transmission processes also continue as
more parities are generated. The decoder at the receiver starts its process if a sufficient number of
received signals are collected. In this case, the demodulator produces the bitwise estimation vector,
r, for decoding. If the decoding is successfully completed with the given collected signal set, then
the ACK signal is sent to the transmitter. Otherwise, the receiver collects more signals for increased
parities, and the decoding is performed with increased length of the codeword.

Figure 1. Conceptual diagram of rateless code transmissions.

A hard decision decoding method was originally utilized for rateless codes, because they were
first proposed for erasure channels. Recently, soft iterative decoding algorithms were applied to
rateless codes in order to use them in wireless systems where a large amount of coding gain was
required to combat harsh channel conditions [6,10]. Since the encoding process of a rateless code
is performed over a graph, an iterative decoding method based on belief propagation could easily
be adopted.

2.2. HARQ with Rateless Codes

An HARQ scheme is a combination of an FEC scheme with a classical ARQ scheme. HARQ
schemes are classified into three types. In a type-I scheme, the same codeword is retransmitted
whenever NACK is received. On the other hand, in a type-II or type-III scheme, the very first
transmission packet contains only systematic bits or systematic bits with a few parity bits. As the
retransmission steps increase, the type-II scheme transmits newly-generated incremental redundancy
bits, while the type-III scheme transmits the previously-transmitted bits along with newly-generated
incremental redundancies.

Therefore, an FEC scheme used in a type-II or type-III HARQ scheme should have
rate-compatibility, i.e., codes with various code rates can be generated with a mother code, so that
a single encoder and decoder can be utilized. For this reason, codes based on convolutional codes
which have inherent rate compatible characteristics are usually adopted for application in HARQ
schemes. Because a rateless code can continuously generate parity bits, it can provide rate compatible
characteristics and thus can be used in type-II and type-III HARQ schemes.
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3. Efficient Soft Iterative Decoding Algorithms for HARQ with Rateless Codes in
Satellite Systems

3.1. HARQ for Satellite Systems

Even though the HARQ scheme has been considered to be an efficient means for terrestrial wireless
communication systems, direct application of HARQ to a satellite system may cause serious issues
due to a long round trip delay, which reaches up to 0.25 seconds for geostationary earth orbit (GEO)
satellite systems. For this reason, a number of research studies have developed satellite-specific HARQ
schemes [11]. However, most of these previous proposals were focused on modifying conventional
HARQ schemes for delay sensitive satellite systems, instead of the specific incremental redundancy
schemes and decoding methods.

The performance of type-I hybrid ARQ relies heavily on the error correction capability of the
FEC code used. This scheme is not adequate for mobile satellite channels with high time or frequency
selectivities because the fixed FEC code cannot efficiently manage the limited channel resources as
the satellite channel conditions change. Recent satellite systems designed to provide high data rate
services such as high-definition digital television (HDTV) services usually use GEO and high frequency
bands over 10 GHz, and these high frequency bands have severe time selectivities due to rain fading.
In this situation, type-II and type-III HARQ can be an effective solution when combined with ACM.

A type-II scheme transmits only the added parity blocks at every retransmission, so it is
suitable for the system with prevailed line of sight (LOS) conditions or with a mild rain fading
condition. A type-III scheme transmits a complementary code by combining the added parity with the
previous transmission, so every transmission has self-decodability and it is advantageous for heavy
fading conditions.

3.2. HARQ with Rateless LDPC Codes

3.2.1. Operational Principle

A raptor code is a concatenated code with an inner LT code and an outer LDPC code [2], and the
structures of the inner and outer codes are generally analyzed with Tanner graphs. With a systematic
LT code as the inner component, which has a rateless property and can be formulated by its own parity
check equation similar to that of the LDPC code, the whole concatenated code can be considered as a
rateless LDPC code.

In Figure 2, a satellite system using an HARQ scheme is shown, where ACM is operated
with the conventional LDPC code defined in the existing standards, and incremental redundancies
are accomplished by employing rateless LDPC codes [6]. At the encoder in the transmission part,
the conventional LDPC encoder takes u as the information word, and generates the codeword U.
For the LDPC code specified in the DVB-S2/S2X, the size of U is 64,800 and 16,200 bits for normal and
short frames, respectively. Then, an LDPC codeword, U forms the systematic part of the inner LT code,
and parity words, p1, p2, ... are generated infinitely by the LT encoder. In our application, we use the
following RSD to generate the parity words [1].

σ(i) = [ρ(i) + τ(i)]/β, for i = 1, ..., k, (1)

where

ρ(i) =

1/k, for i = 1,
1

i(i−1) , for i = 2, ..., k,
(2)

τ(i) =


Λ/(ik), for i = 1, ..., k/Λ− 1,

Λln(Λ/δ)/k, for i = k/Λ,

0, for i = k/Λ + 1, ..., k,

(3)
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and Λ = cln(k/δ)
√

k for some suitable constant c > 0, δ is an allowable failure probability, and
β = ∑k

i=1[ρ(i) + τ(i)]. In this study, δ = 0.9 and c = 0.32.
The codeword c from the rateless LDPC encoder consists of U and pis, and pis are accumulated in

the buffer. A type-II HARQ scheme can be operated by using this rateless LDPC code as follows: U is
transmitted at the first transmission. If the decoding of U fails, a part of the generated parity blocks,
say p1, is transmitted in the second transmission. If the decoding of U combined with p1 fails again,
more parity blocks, p2, p3, ... are transmitted until the ACK for successful decoding is received or until
the limited number of retransmissions is reached.

Figure 2. Hybrid automatic repeat request (HARQ) transmissions with rateless low-density parity
check (LDPC) codes in satellite systems.

3.2.2. Soft Iterative Decoding Algorithms

At the receiver, joint iterative decoding with soft information can be performed by adopting the
modified Tanner graph approach [12]. Figure 3 shows the Tanner graph of the rateless LDPC code,
and two component codes, i.e., the LT and LDPC codes are connected by sharing the same bit nodes in
the Tanner graph. This node sharing in the Tanner graph can lead to a parallel decoding process at
each component code; a similar approach was attempted earlier in the orthogonal frequency division
multiplexing (OFDM) system [13].

Referring to the outer LDPC code part of the Tanner graph in Figure 3, nodes c1 to cK are included
in the systematic part, i.e., original information, while nodes cK+1 to ck are included in the parity part.
We note that k is the length of the systematic part of the inner LT code, and it is the same as the length
of the outer LDPC codeword of N. Therefore, there is direct connection with cK+1 to ck to the check
nodes P1 to PN−K of the outer LDPC code. The nodes ck+1 to cn denote the parity part of the inner LT
code, and are used to form check nodes p1 to pn−k. As shown in the figure, the inner and outer codes
in the Tanner graph are represented by check and bit nodes; the same decoding algorithm can be used.
In addition, bit nodes of both codes are shared, so there will be automatic interaction between two
decoders and this enables the parallel processing of two iterative decoders.
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Figure 3. Tanner graph of the rateless LDPC code.

In order to feed input to the decoder, the demodulated soft information, ri, for the ith transmitted
signal, ci, given the ith received signal, γi, is estimated by using a soft demapping method [14,15],
which is an approximation of the following equation [8].

ri = log
(

Pr(ci = 1|γi)

Pr(ci = 0|γi)

)
. (4)

Then, the joint iterative soft decoding is started by initializing the a priori information as the soft
information on the bit nodes, λ

(R)
i , and it is used for both LT and LDPC codes due to the bit node

sharing property in the Tanner graph. After initializing λ
(R)
i = ri, soft information exchanges are

iteratively performed from bit to check nodes and vice versa at both codes. At the initial iteration, soft
information from bit node i to check node t of the LT code, µi,t, is initialized with λ

(R)
i as follows:

µi,t = λ
(R)
i , t ∈ Ri, (5)

where Ri is the set of indices for the check nodes connecting to bit node i.
Afterwards, soft information between check node t and bit node i, ωt,i and µi,t are alternately

estimated for soft information exchange across the nodes, as follows:

ωt,i = 2 tan−1

(
∏

s∈Ct ,s 6=i
tanh

µs,t

2

)
, (6)

µi,t = λ
(R)
i + ∑

y∈Ri ,y 6=t
(ωy,i), (7)
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where Ct is the set of indices for the bit nodes connecting to check node t. After every iteration of
estimating ωt,i and µi,t, the soft output from LT decoding, λ

(LT)
i , is estimated as follows:

λ
(LT)
i = ∑

t∈Ri

(ωt,i + µi,t). (8)

Then, the parity check equation is established using the hard decision values of the soft output as
follows, in order to determine whether the decoding process needs to be continued:⊕

i∈Ct

ĉi = 0, 1 ≤ t ≤ n− k, (9)

where ĉis is the hard decision of λ
(LT)
i s. If the above parity check equation is satisfied, the decoding

process for the LT code will stop here. Otherwise, the soft outputs are used to update soft information
on the bit nodes by setting λ

(R)
i = λ

(LT)
i , and also they are used to initiate the decoding process in the

LDPC decoder. In other words, soft information from bit to check node is initialized as follows:

vi,t′ = λ
(R)
i , t′ ∈ Ni. (10)

Then, soft information exchanges are made by estimating the following equations alternatively.

wt′ ,i = 2 tan−1

 ∏
s∈Et′ ,s 6=i

tanh
vs,t′

2

 , (11)

vi,t′ = λ
(R)
i + ∑

y∈Ni ,y 6=t′
(wy,i), 1 ≤ t′ ≤ N − K, 1 ≤ i ≤ k, (12)

where Et′ is the set of indices for the bit nodes connecting to check node t′, and Ni is the set of indices
for the check nodes connecting to bit node i. After every alternative estimation of the above two
equations, the soft output from the LDPC decoder:

λ
(LDPC)
i = ∑

t′∈Ni

(wt′ ,i + vi,t′), i ≤ k, (13)

and the following parity check equation is estimated.

ÎHT = 0, (14)

where Îi is the hard decision of the soft output and HT is the transpose of the parity check matrix, H,
for the LDPC code. If the parity check equation is satisfied, then the decoding stops by producing
the final decoded information. On the other hand, if the maximum number of iterations is not reached,
then the final soft output is used to update soft information on the bit nodes, i.e., λ

(R)
i = λ

(LDPC)
i , and next

joint iteration from LT decoding is repeated. A complexity reduced algorithm in the log-domain with a
correction factor can be applied to both of the component codes DVBS2-LDPC [16] by replacing Equations
(6) and (11) with Equations (15) and (16), respectively.

ωt,i = Φs∈Ct ,s 6=i(µs,t), (15)

wt′ ,i = Φs∈Et′ ,s 6=i(vs,t′), (16)

where Φ(a, b) = sign(a)sign(b)min(|a|, |b|) + LUTg(a, b), and LUTg(a, b) is a correction factor that is
expressed as LUTg(a, b) = log(1 + e−|a+b|)− log(1 + e−|a−b|).
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The above joint decoding process can be processed in parallel in order to accelerate the processing
speed. Figure 4 shows the flow chart of the parallel decoding algorithm. In this method, the LT and
LDPC decoders perform soft message exchanging processes in parallel. While steps 1-0 to 1-2 in the
flowchart are performed in the LT decoder, steps 2-0 to 2-2 can be performed in the LDPC decoder.
Afterwards, if step 3-3 for soft output estimation is performed as follows, then the decoding speed can
be doubled.

λ
(Para)
i = ∑

t∈Ri

(ωt,i + µi,t) + ∑
t′∈Ni

(wt′ ,i + vi,t′), (17)

Afterwards, the hard decision on this soft output is used for the parity check in Equation (14).
The decoding process will be continued if the parity check equation is not satisfied, by updating soft
estimations on the bit nodes using the soft output, i.e.:

λ
(R)
i = λ

(Para)
i . (18)

With the proposed parallel decoding algorithm, both component decoders utilize the combined
information from both decoders as in Equation (17), resulting in increased reliability and eventually
early convergence.

Step 3-4

Step 1-0

Step 1-1

Step 1-2

Step 2-0

Step 2-1

Step 2-2

Step 3-3

LT decoding LDPC decoding

Updating soft information on bit nodes using (15)

N
o

Initialization using (2)

Calculation of t,i using

(3) or (12)

Calculation of using (4)

Estimation on bit nodes using (14)

Initialization using (7)

Calculation of wt',i using

(8) or (13)

Calculation of vi,t' using (9)

YesSatisfy (11)?
Finish

Decoding

Figure 4. The flow chart of the parallel soft iterative decoding algorithm for the proposed rateless
LDPC used for the HARQ scheme.

3.3. HARQ with Cross-Layer Rateless Codes

3.3.1. Operational Principle

Figure 5 shows a block diagram of the satellite system using a cross-layer code using rateless
codes. At the transmitter, the encoding process at the MAC layer is performed by the LT encoder,
and after the fragmentation, PHY layer encoding with the LDPC encoder and modulation processes
are cascaded sequentially. The binary information, I, with a size of k is encoded by the systematic LT
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code in the MAC layer, yielding an output bit stream u’ with an arbitrary size of n. To generate parity
words of the LT code, we use the following polynomial degree distribution [17].

Ω(x) = 0.007969x + 0.493572x2 + 0.166220x3 + 0.072464x4 + 0.082558x5

+0.056058x8 + 0.037229x9 + 0.055590x19 + 0.025023x65 + 0.003135x66.
(19)

In the fragmentation module, u’ is divided into several packets each of length K; each packet
represented by u is encoded by an LDPC encoding module, yielding an LDPC codeword c of length N
which is modulated and transmitted through the channel.

Figure 5. A block diagram of the satellite system using a cross-layer code.

At the receiver, the LDPC decoder starts decoding once it receives soft information from the
demodulator, and passes the final estimation to the MAC layer, whether or not the parity check
equation is satisfied. If a sufficient number of LDPC decoded packets are collected by the LT decoder
in the MAC layer, then the LT decoder is activated. If the decoding is successfully completed, then the
ACK signal will be sent to the transmitter. Otherwise, the collection of the LDPC decoded packets will
continue for the next decoding attempt. In a typical tandem way of decoding, final estimation on the
information is made from the hard or soft decoding of the LT code in the MAC layer.

3.3.2. Soft Iterative Decoding Algorithms

For the decoding of these cross-layer codes, the joint iterative soft decoding principle can also be
applied when we interpret both codes with the Tanner graphs, as shown in Figure 6. Upon receiving
soft information bits from the channel, the LDPC decoder in the PHY layer estimates its soft output
information and passes this to the LT decoder in the MAC layer. Subsequently, the LT decoder in the
MAC layer performs its own soft iterative decoding and terminates the joint iterative decoding if a
stopping criterion is satisfied. Otherwise, the LT decoder feeds its soft information back to the LDPC
decoders, so that the LDPC decoding process is reactivated with updated soft information.
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Figure 6. Tanner graph for the cross-layer codes.

Assuming the same soft iterative principle as in the rateless LDPC codes, before the decoding
starts, the soft input information for the LDPC decoders, ri, in Equation (4) is estimated. With these
initial values, the LDPC decoders utilize them as a priori information, and initialize soft information
from bit to check node as follows:

v`i,t′ = r`K+i, t′ ∈ Ni, 1 ≤ i ≤ K, (20)

where v`i,t′ denotes vi,t′ inside the ` = bi/Kc-th LDPC code block, and Ni is the set of indices for check
nodes connecting to bit node i. After this initialization, soft information between the bit and check
nodes is alternately estimated as follows:

w`
t′ ,i = 2 tan−1

 ∏
s∈Et′ ,s 6=i

v`s,t′

2

 , 1 ≤ t′ ≤ N − K, (21)



Algorithms 2019, 12, 151 11 of 15

where w`
t′ ,i denotes wt′ ,i inside the `th fragmented LDPC code block, and Et′ is the set indices for the

bit nodes connecting to check node t′.

v`i,t′ = r`K+i + ∑
y∈Ni ,y 6=t′

(w`
y,i). (22)

After every alternative estimation of v`i,t′ and w`
t′ ,i, the soft output is estimated as follows:

m̂`
`K+i = ∑

t′∈Ni

(w`
t′ ,i + v`i,t′). (23)

The iterations from Equations (21) to (23) are continued inside the LDPC decoder.
If the LDPC decoding process is finished either the maximum number of iterations, βmax is

reached, or the parity check equation is satisfied, the final estimation on the bit nodes is passed to the
LT decoder and is used to initialize soft information on encoding nodes as follows:

c′j = m̂`
j%K. (24)

With these initial values, the soft information exchanges are made between the encoding and
information nodes using the following equations [18,19]:

L( f j,i) = 2tan−1

tanh
c′j
2
· ∏

x∈χj , x 6=i
tanh

L(hx,j)

2

 , (25)

where χj is the set indices for the information nodes connecting to the encoding node, j.

L(hi,j) = ∑
e∈εi ,e 6=j

L( fe,i), (26)

where εi is the set of indices for the encoding nodes connecting to information node, i. The above
iterative estimations of soft information exchanges are continued until the maximum number of
iterations αmax, is reached or a stopping criterion is satisfied. If a systematic LT code is used, then the
parity check equation is used for a stopping criterion. The final soft output information is estimated by:

ûi = ∑
e∈εi

L( fe,i). (27)

If the iterative process inside the LT decoder in the MAC layer is finished, then the soft output for
the information nodes is fed back to the LDPC decoder in the PHY layer as follows:

ri = ûi, i ≤ k. (28)

As in the case of decoding for rateless LDPC codes, the log-domain min-sum algorithm with a
correction factor can be applied to reduce the computational complexity [8].

In a word, the cross-layer joint decoding, shown in Figure 7, is performed as follows. The LDPC
decoders in the PHY layer feed the soft information in Equation (23) to the LT decoder in MAC layer
after performing Equations (20) to (22). Subsequently, the LT decoder in the MAC layer performs
Equations (24) to (27) and terminates the joint iterative decoding if a stopping criterion is satisfied.
Otherwise, the LT decoder will feed its soft information to LDPC decoders with Equation (28) for the
next joint iterative decoding until the predetermined maximum number of iterations, ηmax is reached.
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Step 1-0

Step 1-1

Step 1-2

Step 1-3

Step 2-0

Step 2-1

Step 2-2

Step 2-3

LDPC decoding LT decoding

No

Initialization using (16)

Calculation of wt',i using

(17)

Calculation of vi,t' using (18)

Estimation on bit nodes using

(19)

Initialization using (20)

Calculation of L(fj,i ) using

(21)

Calculation of L(hi,j ) using

(22)

Estimation on bit nodes using

(23)

Yes

Finish Decoding

Parity check? βmax?

αmax?

Yes

No

CRC? ηmax?

Y
es

No

Exchange LLR using (24)

Figure 7. Flow chart of the joint soft iterative decoding algorithm for cross-layer rateless codes.

4. Simulation Results

We first investigate the performance of the cross-layer coding scheme. As a reference performance,
the bit error rate (BER) performance with the tandem soft iterative decoding is first estimated. In order
to investigate the performance of the proposed HARQ for the incremental redundancy with FEC
scheme, we employ a simple binary phase shift keying (BPSK) modulation. In the MAC layer, the
LT codes with a degree distribution specified in [17] were used, while in the PHY layer the LDPC
code specified in DVB-S2 with length of N = 16200 and code rate of 1/4 is applied. The maximum
number of iterations for both the MAC-layer LT code and the PHY-layer LDPC codes are set to 40. We
assume k ≤ K to ensure the cross-layer decoding attempt once the decoding is finished by the first
LDPC decoder.

Figure 8 shows the BER performance comparisons of the proposed cross-layer joint iterative
decoding scheme with ηmax = 2 compared to the conventional tandem decoding and non-systematic
LT codes, when k = K and k = K/2. We first compare the performance over an additive white
Gaussian noise (AWGN) channel, for relative performance comparison of decoding schemes applied
to the cross-layer codes. In the figure, R−1 = k/n, denotes the inverse of the code rate of the LT code.
As shown in the figure, regardless of R−1, the proposed decoding method outperforms the existing
tandem decoding, which achieves better performance than the case with a non-systematic code. Then,
a satellite rain fading channel with a Ka frequency band is applied [20]. Dynamic rain fading data with
a second interval is generated, and the maximum fading value is set to 28 dB. The simulation results
over a rain fading channel in Figure 8 demonstrate exactly the same trend we found in the AWGN
channel, so the proposed decoding method for the cross-layer code outperforms the others.
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Figure 8. Bit error rate (BER) performance of the proposed cross-layer rateless codes over an additive
white Gaussian noise (AWGN) and rain fading channel.

Next we assess the performance of the proposed rateless LDPC coding scheme over the satellite
rain fading channel. The BER performance of the proposed HARQ scheme is compared with that of the
conventional LDPC codes, where the proposed HARQ accomplishes type-II incremental redundancy
with rateless LDPC codes. Figure 9 compares the BER performance of the proposed scheme over the
rain fading satellite channel with a Ka frequency band [20]. In the simulation, short frame sized LDPC
codes defined in the DVB-S2 are used with a number of code rates, R, and rain attenuation data of
about 12 hours are synthesized with a time interval of second unit and with a maximum fading value
of 24 dB. The maximum numbers of iterations are limited to 20, 40, and 3 for LT decoding, LDPC
decoding, and joint iterative decoding, respectively. The maximum number of retransmissions allowed
is determined by when the inverse of the code rate of the LT code, R−1, reaches up to 4.

From the simulation, the average R−1 values observed from all the rateless codes range from
1.000072 to 1.014061, implying that additional redundancies used can almost be ignored compared to
the conventional LDPC codes. Considering this, the results in Figure 9 demonstrate that, with the use
of rateless codes, rain fading can be effectively compensated for without an appreciable amount of
additional resources being required. For example, the rateless LDPC code of which the component
LDPC code has an R of 7/9 can produce a better performance than the conventional LDPC code with
an R of 4/9, and produces an almost identical performance to that of the conventional LDPC code
with an R of 1/3.
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Figure 9. BER performance of the proposed HARQ with rateless LDPC codes over a rain fading channel.

5. Conclusions

This paper introduced two promising applications of rateless codes for satellite systems,
with efficient soft iterative decoding algorithms for performance enhancement. By utilizing the inherent
incremental redundancy capability of rateless codes, they can be applied to the HARQ scheme in
satellite systems. Because many recent satellite broadcasting systems adopt LDPC codes which do not
have inherent rate compatibility, direct application to HARQ may come with a number of problems.
The study results presented in this paper showed that combining existing LDPC codes with rateless
codes either in the PHY or MAC layer can be an effective solution. Related studies with extensive
simulations with various system configurations and scenarios, including raptor-like LDPC codes
adopted in the 5G NR, should be conducted in the future.
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