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Abstract: At present, the problem of pedestrian detection has attracted increasing attention in the
field of computer vision. The faster regions with convolutional neural network features (Faster
R-CNN) are regarded as one of the most important techniques for studying this problem. However,
the detection capability of the model trained by faster R-CNN is susceptible to the diversity of
pedestrians’ appearance and the light intensity in specific scenarios, such as in a subway, which can
lead to the decline in recognition rate and the offset of target selection for pedestrians. In this paper,
we propose the modified faster R-CNN method with automatic color enhancement (ACE), which
can improve sample contrast by calculating the relative light and dark relationship to correct the
final pixel value. In addition, a calibration method based on sample categories reduction is presented
to accurately locate the target for detection. Then, we choose the faster R-CNN target detection
framework on the experimental dataset. Finally, the effectiveness of this method is verified with the
actual data sample collected from the subway passenger monitoring video.

Keywords: subway pedestrian detection; sample calibration; faster R-CNN; automatic color
enhancement (ACE); false and miss detection

1. Introduction

As we know, the subway plays an important role in the urban public transport system, which
can be exposed to a high security risk if the large quantities of passengers cannot be evacuated in a
short time [1-3]. Thus, we need good means to analyze the high-density crowds. The current methods
mainly include artificial statistics, infrared detection, video object detection, etc. The artificial statistics
are unsustainable, and infrared detection has a low resolution. Therefore, more and more researchers
pay attention to the video object detection, which can be combined with computer vision very well.
In the field of computer vision, passenger flow detection has been studied for several decades, and it
has been greatly improved regarding the detection accuracy with high efficiency. The researchers put
forward a variety of algorithms. Document [4] adopts a local binary patterns (LBP) texture feature
extraction method combined with a partial least squares regression (PLSR) model. However, this
method is still in the experimental stage, and has not been widely applied. Document [5] collects the
Haar features from pedestrian head-and-shoulder samples, and detects the pedestrian head using a
strong classifier trained by AdaBoost algorithm. Furthermore, it further uses the bilinear interpolation
algorithm to remove mistake detection windows with an inappropriate size. Document [6-8] makes
comparisons between Haar-based and HOG-based algorithms on face recognition and pedestrian
detection. The histogram of oriented gradients (HOG) extracts features by calculating the histogram of
oriented gradients of the local region. Then, it uses the support vector machine (SVM) to train this
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feature set. The experimental results show that the passenger flow detection based on HOG features
has a high success rate under the condition of integrated detected body with high image quality.
However, for the case of partial body, the detection error can be very large. In [9,10], researchers realize
the object detection with deep learning. It uses selective search to get around 2000 region proposals
from an image. Then, each region proposal is resized to a fixed size, and the convolution neural
network (CNN) is used to extract features for the feature map. Finally, the feature vector is put into
the SVM classifier to judge whether it belongs to a certain feature class, and the position of the region
proposal is adjusted by the regression classifier. Compared to the HOG-based algorithm on pedestrian
detection, R-CNN can extract more features, such as textures, materials, and light. However, one
drawback is the large amount of overlap between the region proposals in the image, which can lead to
repeat computation in the process of extracting features. In order to solve this problem, fast R-CNN
proposes two improvements: first, the entire image is normalized and sent directly to CNN, and then
the fifth convolution layer gets the features of each region proposal. The second step is to put the
bounding-box regression into the neural network, with the region classifier, to a multi-task model.
This method enables object detection to improve efficiency while ensuring accuracy [11]. However,
finding all the region proposals is also a very time-consuming process. To solve this problem, the faster
R-CNN uses the region proposal network to directly train and get region proposals, which promotes
the efficiency compared to the fast R-CNN [12-16]. However, when the image quality is poor, or the
background is close to the color of person, the accuracy of the detection has dropped sharply. Aiming
at this problem, this paper proposes to use an image enhancement algorithm to deal with the images
first. The histogram equalization is a commonly used method of image enhancement, whose basic
idea is to determine a mapping curve by using the histogram of the gray distribution of the image
and, finally, achieve the purpose of improving image contrast. However, the histogram equalization is
a method of adjusting the global image, which cannot effectively improve the local contrast [17-19].
In [20], researchers realize adaptive histogram equalization (AHE). Different from the histogram
equalization, the AHE changes the image contrast by calculating the local histogram of the image, and
then redistributes the luminance. Therefore, the algorithm is more suitable for improving the local
contrast of the image to get more image details. However, AHE has the problem of over-amplifying
the noise in the same area of the image. To solve this problem, the automatic color enhancement
(ACE) algorithm is realized [21-23]. The algorithm calculates the luminance relationship between the
target pixel and the surrounding pixels by difference methods, and the luminance is controlled by the
luminance function, which is calculated by the spatial function and weighted processing. However,
the complexity of the algorithm is higher. On this basis, [24] describes two fast approximations of
ACE. First, use a polynomial approximation of the slope function to decompose the main computation
into convolution. Second, an algorithm based on interpolating intensity levels also reduces the main
computation to convolutions.

Moreover, we present a review of the most recent works on pedestrian detection. Fast feature
pyramids is an effective method for pedestrian detection, which proposes that features computed
at octave-spaced scale intervals are sufficient to approximate features on a finely sampled pyramid.
Extrapolation is inexpensive as compared to direct feature computation. As a result, the approximation
yields considerable speedups with negligible loss in detection accuracy [25]. Ref [26] presents a novel
method for detecting pedestrians under adverse illumination conditions, which model the relations
between RGB and thermal data, then transfer to a deep network to output the detection results.
This method is competitive with previous methods on the Caltech dataset. Ref [27] proposes a joint
deep learning framework for pedestrian detection, which includes feature extraction, deformation
handling, occlusion handling, and classification. This method can maximize the strength of each
component through all the components interacting with each other. Ref [28] presents a solution on
how to integrate the inaccurate scores of part detectors when there are occlusions on pedestrian
detection. With the development of deep learning technology, there are more and more demands on
the sample set. It is well known that the quality of samples directly influences the generalization effect
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of the model. Nowadays, there are many pedestrian detection databases, such as INRIA, ETH, and
MIT. The INRIA and MIT database are mostly single targets which cannot meet the requirements of
intensive passenger flow detection. The ETH database is very different from the actual subway scene
in the light environment. In order to establish the experimental data, we collected the specific subway
passenger monitoring videos and use the manual annotation method to make a large number of dense
data samples. When we choose the faster R-CNN target detection framework to experiment on the
dataset, the detection capability of the model trained by faster R-CNN is susceptible to the diversity
of pedestrians’ clothing and the light intensity, which can lead to the decline in recognition rate and
the offset of bounding-box for pedestrians. In this paper, we propose the modified faster R-CNN
method with automatic color enhancement (ACE), which can improve sample contrast by calculating
the relative light and dark relationship to correct the final pixel value. In addition, a calibration method
based on sample categories reduction is presented to accurately locate the bounding-box. In this paper,
we reduce the sample category to two categories, filter the excess calibration target background, and
improve the missing calibration box. Moreover, we test the performance under different category and
different model.

The remainder of this paper is organized as follows. In Section 2, the method of sample processing
that reduce the sample categories and apply fast automatic color enhancement (ACE) are introduced in
detail. Section 3 provides a review of the faster R-CNN. In Section 4, we provide abundant experimental
results in faster R-CNN detection system. Section 5 summarizes the key contributions of this paper
and provides concluding remarks.

2. The Methods of Sample Processing

This paper aims to design an algorithm to detect subway passengers. In order to obtain the
subway passenger data sample, we installed monitored devices at many Beijing subway stations.
The viewing angle of these monitored devices is from top to bottom, and the original data collected
is video. We took an image from every 10 frames in the video and made these images into a data
sample. In order to improve the recognition effect, this paper uses the method of processing the
sample. We reduce the sample categories, and then use the automatic color enhancement to improve
sample contrast.

2.1. Reducing Sample Categories

In multi-category calibration, we divided the data sample into four categories: back-head,
side-head, partial-head, blocked-head, as shown in Figure 1.

el

(a) back-head (b) side-head (c) half-head  (d) blocked-head

Figure 1. Four categories of dataset.

In less-category calibration, we divided the passenger flow into two categories: head-shoulder
(same as the back-head category in the Figure 1), ignore (including the side-head, half-head, and
blocked-head categories), as shown in Figure 2.

Then, these image samples are input to the VGG-16 neural network for extracting CNN features.
After a stack of convolutional layers and max-pooling layers, the final layer of the VGG-16 use soft-max
classifier. For this layer we have
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P(y =j|X;) = B 1

where X; is the feature vector extracted by the VGG-16 neural network for the input sample i (captured
single image); w; is the weight learned by the neural network; and y is the predicted category label in
j € N the set of all the category labels.

(a) head-shoulder (b) ignore
Figure 2. Two categories of dataset.
2.2. Automatic Color Enhancement

Automatic color enhancement is an effective method for color image enhancement, which can
adjust the image contrast. Firstly, this method uses the differential methods to get the relationship
between the target point and the surrounding pixels. Secondly, the relative light and dark relationship
is calculated to correct the final pixel value.

For a color image, the following operation is performed independently on the red, green, and
blue channels, and R is the slope function

Rw- xS0 g o
yeQ/x

where I denotes the input gray image scaled in [0, 1]; x and y are two different points in the image; and
|lx — y|| denotes Euclidean distance, for some a > 1.
In the second stage, the enhanced color channel is scaled within [0, 1] as given below

_ R(x) —minR
L(x) = maxR — minR’ ®)
The ACE is equivalent to the minimization problem represented by
argmint Y (10— 1) = LYY w(wy)sa(i(x) - 1) @
2L 2) " aMm ’ ’
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where w(x, y) =1/||x — y||, and M = max,R(x). Though ACE produces high-quality enhancement, the
direct computation of (1) is complex, which cost O(N*) operations for an N x N image. In the following
sections, two fast approximations of ACE that can reduce the cost to O(N%logN) are described.

e Polynomial Approximation

By replacing s, with a polynomial, the summation in R can be decomposed into convolutions,
which reduces the computation complexity to O(N2logN). The slope function s,(t) = min{max{at, —1},
1} can be approximated by an odd polynomial,

M
sa(t) = Y cmt™, 5)
m=1
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where it is possible to decompose t into a sum of convolutions:

R(x) = % wx—1) L euli(x) - 1(r)"
yeT? m=1
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M
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where * is cyclic convolution over T2, and T? is a periodic torus. For each x, the evaluation of «;(x)
costs O(1) operations. The convolutions can be efficiently computed with discrete cosine transform in
O(N?logN) operations. For an RGB color image, 3M convolutions need to be computed.

e Interpolation

Here, we decompose the computation of (1) into convolutions by using interpolation, using the
boundary handling and discrete cosine transform convolutions. Define the sum

€T?

R(x;L) =}, w(x—y)sa(L—I(y))- @)
y

(L;) is a sequence that min [ = L1 <Lp <... <Lj=max[,j=1,...,]. Then, we approximate R(x) by
piecewise linear interpolation:

R ~ RO + S H O 13y ®

3. The Introduction of Faster R-CNN

Following R-CNN and fast R-CNN, researchers realized the latest object detection method, faster
R-CNN, to further reduce the running time of the detection network. They suggested a region proposal
network (RPN) to generate an object bounding-box, which replaces the previous selective search and
uses convolution features of the entire image with the detection network. RPN is a network based on
full convolution, which can simultaneously predict each location target area box and target score of
input images. RPN aims to produce high quality region proposal for the fast R-CNN classification
and detection. RPN and fast R-CNN can share the features of convolution during training. Thus,
the overall structure of fast R-CNN can be considered as the integration of “RPN + fast R-CNN”".

The RPN is connected to the feature map output by the last convolution layer through a sliding
window (the red box in the Figure 3). Each window generates a 256-dimensional vector, which is
further divided into two branches for classification and regression boxes. In addition, the researchers
also propose the use of anchor, that is, the size of the original box of different proportions as the starting
point of regression, rather than the entire window size. The method assumes that there are k types of
anchor, then the final classification of the RPN has 2k outputs and the regression has 4k outputs.
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Figure 3. Region proposal network.

As is shown in the Figure 4, the next ROI (Region of Interest) pooling layer collects the input
feature maps and proposals, combines the information, and extracts the proposal feature maps,
and sends them to the subsequent full connection layer to determine the object category. On the
stage of classification, the proposal feature maps that have been obtained are used to calculate the
specific vector of each proposal through the full connect layer and soft-max classifier, then outputs the
cls_prob (classification probability). At the same time, bounding-box regression is used again to obtain
bbox_pred (the position offset of each proposal) for returning the object detection box.

D —>»| Dbbox pred
DH

Figure 4. The structure of classification.

ROIPooling -

4. The Experiments on Different Calibration Method and Using Image Enhancement to
Process Samples

In this section, the dataset is described in detail. Then, we perform two groups of experiments
using different calibration method. Next, we perform two groups of experiments using fast automatic
color enhancement. Further, we perform experiments on the INRIA dataset and compare this with
other state-of-the-art approaches on other public datasets.

4.1. The Description of Dataset

In order to cope with the hidden troubles that could arise when large quantities of passengers
cannot be evacuated in a Beijing subway, our project aims to design a system to detect the numbers of
subway passengers. Due to the high density of people in Beijing subway, other acknowledged datasets
on pedestrian detection, such as INRIA, ETH, and MIT, cannot meet such density standards. Thus,
these datasets cannot be used as training samples.

In order to obtain the subway passenger data sample, we installed monitored devices at many
Beijing subway stations. The viewing angle of these monitored devices is from top to bottom, and the
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original data collected is video. We took an image from every 10 frames in the video, and made these
images into a data sample. The data sample contains a total number of 10,854 images, each of which
has size of 640 x 480. The different scenes of pedestrian flow in subway are shown in Figure 5.

Figure 5. Different scenes of pedestrian flow in Beijing subway.

4.2. The Performance of the Calibration Method

In the first experiment, we divide the data sample into four categories. Among all the categories,
the back-head contains 36,135 rectangular calibration boxes, and the side-head, the half-head, and
the blocked-head respectively contain 1772, 1550, and 1432 rectangular calibration boxes. We divide
10,854 images into a training set, a validation set, and a testing set. The training set contains 8000 images,
the validation set contains 2000 images, and the remaining 854 images are for the test set. Next, we
perform training on these data samples using VGG-16 network. The basic learning rate and the number
of iterations are set to 0.001 and 70,000, respectively. For the RPN, we only use the first 300 proposals
to balance the efficiency and accuracy. In order to further improve the accuracy, we focus on the issue
of sample calibrating. It is well known that the quality of the training samples directly affects the
generalization ability of the final model. Thus, we calibrate the data sample, again, for the results of
the first experiment.

In the second experiment, we divide the passenger flow sample into two categories. The head—shoulder
categories contain 43,954 rectangular calibration boxes, and the ignore categories contain 3933 rectangular
calibration boxes. The calibration effects of two calibration results are shown separately in Figures 6
and 7. The bounding-box contains too much background and misdetection in the first calibration.
We start training on the VGG-16 networks according to the parameters of the experiment 1 after the
data sample preparation completed. The results of two experiments are shown in Table 1.

Figure 6. The first calibration effect.
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Figure 7. The second calibration effect.

Table 1. The training accuracy comparison between the first calibration and the second calibration.

Calibration Method Mean Average Precision
Multi-category 58%
Less-category 85%

From the accuracy results, the second calibration method does increase the accuracy of networks.
Further, two models trained by different calibration methods are tested in different sceneries.
In Figures 8 and 9, the density of pedestrian flow is relatively sparse. In Figures 8 and 9, the density of
pedestrian flow is relatively dense. Figure 8 shows the results of the VGG-16 model test results with
70,000 iterations in the first experiment, and Figure 9 shows the results of the VGG-16 model test with
the same number of iterations in the second experiment. As we can see, the persons with the red arrow
in Figure 8 are detected correctly in Figure 9. The model trained by less-category calibration has a
better effect on detection.

bockedhead dtectons it plbockedbead | bor) >= 0.1
SRNOINGHE

B "
|

(a) low-density crowds ' (b) igh—density crowds

Figure 8. The first experimental results visualization.

ignare detections with plignore | bax| >= 0.1
FANDINGS

(a) low-ensity crowds

Figure 9. The second experimental results visualization.
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According to the comparison results, we find that the recognition rate of the model increases after
we reduce the sample categories. We further divide the testing environment into four scenarios, and
compare the detection accuracy, respectively, under the scenario where the number of people is less
than 10, the number of people is between 10 and 20, the number of people is between 20 and 30, and
the number of people is more than 40. Finally, we get the recognition rate of VGG-16 model in two
experiments with different calibration methods, as shown in Figure 10, in which the recognition rate of
the second experiment is higher than that of the first experiment.

10 O
—— Less-category
—@— Multi-category
0.9
208
e
< C 0]
bl
g 07
o
<
0.6
£LBX
0.5 o O
<10 10-20 20-30 30-40

scenes of different numbers
Figure 10. Comparison of the recognition rate curve in two experiments.

4.3. Performance Analysis with Image Enhancement on Pedestrian Datasets

From the above experiments, we found that the less-category calibration could accurately locate
the bounding-box and recognition rate. In this experiment, the fast ACE algorithm is used to

automatically enhance the 10,854 pedestrian images and improve the image contrast. The enhancement
results are shown in Figures 11 and 12.

Figure 11. The image without enhancement.

Figure 12. The image with enhancement.
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We use the less-category calibration to calibrate the samples in the dataset and select VGG-16
convolution neural network for training and testing, which are performed on the GPU Tesla K80 based
on the deep learning framework of Caffe. There are 20 images in subway tunnels, selected from the
testing set which contains 854 images, and we compared the specific detection effect (false and miss)
of the single image between the model without enhancement and the model with enhancement, and
one of them is shown in Figure 13. As we can see, the false-detection remarked by yellow arrow in
Figure 13a does not happen in Figure 13b, and the person with the red arrow in Figure 13a is detected
in the Figure 13b. Compared with the datasets without image enhancement, the testing accuracy of
enhanced datasets increases by 5.2%.

(a) the model without image enhancement (b) the model with image enhancement

Figure 13. The detection effect in subway tunnels.

As we can see in the Figure 13, under the condition of dim light, the negative samples are similar
to the head—shoulder samples that are easy to attribute to the positive samples for the model without
enhancement. Moreover, the model with enhancement has obvious advantages on the sensibility to
the color and contour, and less false- and misdetection. Figure 14 shows samples misclassified by the
model without image enhancement.

i 4 " 7 ] 3 i T
headshoulder 0.8 7 headshoulder
[y LRy ol = headshouider 0.} i % 1

N

~

neadshurde 0.01 ™

ignore 0.924 eadshoulder 0.980

| i

Figure 14. Samples misclassified by the model without enhancement.

Then, twenty images in the subway platform are selected from the testing set. We compared
the specific detection effect of the single image between the model without enhancement and the
model with enhancement. Due to the high brightness and the large color difference between the
background and pedestrian in Figure 15, the difference between the test effects on the two datasets is
not obvious. However, compared with the non-enhanced dataset, the test accuracy of enhanced dataset
still increases by 2.1%. The person with the red arrow in Figure 15a is detected in the Figure 15b.
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(a) the model without image enhancement (b) the model with image enhancement

Figure 15. The detection effect in subway platform.

Furthermore, we conduct experiments in the subway tunnel with the number of pedestrians from
2 to 20, and compare the accuracy of the two models. As shown in Figure 16, a horizontal axis is the
number of people in the scene; the vertical axis is the difference between correctly recognizing people
by two models. The greater the difference is, the better the effect of the model with image enhancement
is. The same experiment is also carried out on the subway platform, and the corresponding results are
shown in Figure 17. In the bright environment, the difference between the two models is not obvious
with the increase of the number of people. The mean average precision and used time taken by the
enhanced model and unenhanced model are given in Table 2.

[
o

models

o N B~ OO

2 4 6 8 10 12 14 16 18 20

actual number of people in the scene

difference between correctly
recognizing people by two

Figure 16. The relationship between the number of people and difference between correctly recognizing
people by two models in subway tunnels.

10

e _s_ssl

2 4 6 8 10 12 14 16 18 20

difference between correctly
recognizing people by two
models
S

actual number of people in the scene

Figure 17. The relationship between the number of people and difference between correctly recognizing
people by two models in subway platform.
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Table 2. Comparison of two models.

Method Mean Average Precision Time Taken/s
Unenhanced model 87.3% 37,740
Enhanced model 90.5% 37,110

In order to further verify that the model with enhancement has obvious advantages on the
sensibility to the color and contour of person, 20 images with enhancement and 20 images without
enhancement in subway tunnels are selected for testing by the model with enhancement, and one
of them is shown in Figure 18. As we can see, two persons with the red arrow in Figure 18a can be
detected in the Figure 18b. At the same time, 20 images with enhancement and 20 images without
enhancement in subway tunnels are selected for testing by the model without enhancement, and the
results are shown in Figure 19. Two persons with the red arrow in Figure 19a cannot be detected in
Figure 19b.

"M " headshouldheadshoulder 0.994

headshoulder 0.997. & B headshould¢]

A

% )
ignore 0.845
B 1

8‘%} &fu

> y headshoulder 0.997
headshoulder 0. 978 A

headshoulder 0.991

l”l

headshoulder 0.968

'l

"nULl

,,1 headshoulder 0. 991
headshoulder 0.934 headshoulder 0977

.

(a) the image without enhancement (b) the image with enhancement

Figure 18. The detection effect of the model with enhancement.
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| headshoulder 0.968

headshoulder 0.934
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(a) the image without enhancement (b) the image w1th enhancement

Figure 19. The detection effect of the model without enhancement.

4.4. Performing Experiments on Other Datasets and Comparing with Other State-Of-The-Art Approaches on
Other Public Datasets

4.4.1. The Summary of Public Pedestrian Datasets

We list the basic information of the public pedestrian datasets in Table 3.
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Table 3. Public pedestrian datasets.

Dataset Scenario Number of Pedestrians ~ Number of Images  Image Resolution
MIT street 924 924 64 x 128
INRIA street/park 3542 902 640 x 480
Caltech road 2300 250,000 640 x 480
TUD street 1776 1092 720 x 576
CcvC road 1000 7175 640 x 480
NICTA street 25,551 25,551 32 x 80
usC street 313 250 640 x 480

The data source of Caltech and CVC is road, which is mainly used for pedestrian detection research
in vehicle-assisted driving, and there are few pedestrians in every image. While both MIT and NICTA
are single-person images, USC collects less pedestrian data. At present, the public pedestrian datasets
mainly come from streets and roads. There is currently no subway pedestrian dataset. Therefore, this
paper is mainly designed for pedestrian detection under the high-density crowd and dim lighting
condition in Beijing subways.

4.4.2. The Experiment on Public Pedestrian Dataset

We perform two groups of experiments using fast automatic color enhancement on the INRIA,
because the crowd density of this dataset is similar to that of subway pedestrian dataset. The INRIA
data sample contains a total number of 902 images, each of which has size of 640 x 480. We divide the
passenger flow sample into two categories. The head—shoulder categories contain 3034 rectangular
calibration boxes, and the ignore categories contain 508 rectangular calibration boxes. We divide
902 images into a training set, a validation set, and a testing set. The training set contains 702 images
and the validation set contains 100 images, and the remaining 100 images are for the testing set.
We compared the specific detection effect (false and misdetection) of the single image between the
model without enhancement and the model with enhancement. One of testing set images is shown
in Figure 20. The mean average precision on the enhanced model and unenhanced model are given
in Table 4. Due to the data source of INRIA being street, the brightness is high, and the color
difference between the background and pedestrian is large. The test effect between the model without
enhancement and the model with enhancement is close.

(a) the model without image enhancement (b) the model with image enhancement
Figure 20. The detection effect on INRIA dataset.

Table 4. Comparison of two models on INRIA dataset.

Method Mean Average Precision

Unenhanced model 82.59%
Enhanced model 83.34%
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4.4.3. The Comparison of State-Of-The-Art Methods

The compared approaches are CMT-CNN [26], UDN+ [27], and faster R-CNN. The comparison
results are shown in Table 5. As we can see, our approach attains a competitive accuracy on subway
dataset, which is close to some state-of-the-art methods on Caltech dataset.

Table 5. Comparison of state-of-the-art methods.

Method Average Miss Rate Dataset
CMT-CNN [26] 10.69% Caltech
UDN+ [27] 8.57% Caltech
Faster R-CNN 12.7% Subway
Faster R-CNN + ACE 9.5% Subway

5. Conclusions

In order to reduce the false- and misdetection, and accurately locate the bounding-box in subway
pedestrian detection, this paper proposes a modified faster R-CNN method with automatic color
enhancement (ACE), which can improve sample contrast. Then, a calibration method based on sample
categories reduction is presented to correct the offset of bounding-box. Next, we chose the faster
R-CNN target detection framework on the experimental dataset which was obtained in a Beijing
subway. The experiment results show that, by this method, the accuracy rate of the pedestrians is
improved by 3.2%. The correctness and applicability of the method in this paper has been verified.
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