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Abstract: Variation in the format and classification requirements for remote sensing data makes
establishing a standard remote sensing sample dataset difficult. As a result, few remote sensing
deep neural network models have been widely accepted. We propose a hybrid deep neural network
model based on a convolutional auto-encoder and a complementary convolutional neural network to
solve this problem. The convolutional auto-encoder supports feature extraction and data dimension
reduction of remote sensing data. The extracted features are input into the convolutional neural
network and subsequently classified. Experimental results show that in the proposed model,
the classification accuracy increases from 0.916 to 0.944, compared to a traditional convolutional neural
network model; furthermore, the number of training runs is reduced from 40,000 to 22,000, and the
number of labelled samples can be reduced by more than half, all while ensuring a classification
accuracy of no less than 0.9, which suggests the effectiveness and feasibility of the proposed model.

Keywords: remote sensing classification; object-oriented; convolutional auto-encoder; convolutional
neural network

1. Introduction

Deep learning is an increasingly popular approach in remote sensing classification. While traditional
remote sensing classification methods require users to manually design features, deep learning,
a new branch of machine learning, provides an effective framework for the automatic extraction of
features [1,2]. Deep learning algorithms include supervised and unsupervised learning algorithms;
a convolutional neural network (CNN) is a supervised deep learning algorithm, while an auto-encoder
is a typical unsupervised learning algorithm.

CNNs are typically applied in remote sensing classification efforts in two ways: pixel-based
classifications [3–5] and scene classifications [6,7]. While there are only a few studies that address
object-oriented remote sensing classification based on CNNs, the first-place winner of Dstl’s Satellite
Imagery competition, Kaggle, proposed a new, improved U-Net model to identify and label significant
objects using satellite imagery. However, compared to the object-based classification method, object
boundaries identified using this approach are imprecise [8,9]. Object-oriented remote sensing
classification not only takes into account the spectral information of objects but also considers the
statistical, shape, texture, etc., information, which has helped improve classification accuracy [10] and
is gaining increased attention from many researchers.

However, problems with the application of deep CNNs in object-oriented remote sensing
classification efforts still exist. Varying sources, formats, and uses of remote sensing data result
in the following issues: (1) The structures of most common CNNs are complex, which requires high
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computation complexity and a large number of samples, and the CNNs will be prone to over-fitting
problems when the number of labeled samples is limited. (2) It is difficult to obtain public remote
sensing datasets. Different remote sensing images have different spatial resolutions. Each pixel has its
own semantics, which corresponds to a different category, and the scale effect is more prominent when
applied to object-based analysis. (3) There is no universal CNN for object-oriented remote sensing
classification. Unlike the standard RGB images processed using pattern recognition in the computer
field, remote sensing images involve different scales and semantics, different users have different
requirements, and classification standards are based on the application’s needs, so it is unrealistic to
generate a universal CNN for different remote sensing images. Therefore, it is necessary to replace
the complicated structure of existing deep neural networks with a simple and efficient network
structure for different remote sensing data, further reduce the network’s complexity, and improve the
performance of the network to improve its application.

To solve the above problems, a hybrid deep neural network model based on a convolutional
auto-encoder (CAE) and a CNN is proposed. First, the CAE is used to compress the data and eliminate
any redundancies in the original image while preserving the original features. Then, the multidimensional
feature maps are extracted by the CAE and replace the original image as the input for the CNN, which
continues the classification process. Compared to the pre-training weight approach for CNNs proposed
by Zhang et al. [11], in the proposed model the classification features can be more pertinently trained.
The experiment shows that, on the one hand, the method can simplify the structure of the CNN, and on
the other hand, it can reduce the parameters generated from 5780 to 4247, while the fully-connected
parts are similar and the convolution parts are reduced from 2895 to 1242, thereby improving the
temporal efficiency and overall accuracy of the CNN in object-oriented remote sensing classification
applications and reducing its dependence on the number of labelled samples.

The rest of the paper is organized as follows. In Section 2, we describe the work related to this
paper, and in Section 3 we introduce our dataset and the architecture of the proposed hybrid deep
neural network model. The details of the feature extraction based on the CAE model are then presented
in Section 4, and the parameters of the proposed model are described in Section 5. Section 6 presents
the results of the classification task, and Section 7 concludes the paper.

2. Related Work

This paper involves the following aspects: object-oriented remote sensing classification, network
structure optimization, and CNNs and CAEs in the application of remote sensing classification.

Object-oriented remote sensing classification: The “salt and pepper phenomenon”, which occurs
often when using the pixel-based classification method and results in low classification accuracy,
has been common since high-resolution satellite imagery was developed. Object-oriented remote
sensing classification methods emerged to overcome this phenomenon [10]. However, traditional
object-oriented classification methods that depend on artificially designed features have many
disadvantages. At least 150 kinds of spectral, texture, shape, and other features form unique
feature candidate sets, which constitute a high-dimensional feature space and lead to the “curse
of dimensionality”. Manual analysis and attempts to reduce a given feature set to a minimum number
of characteristics are subjective, lack a clear scientific methodology, and are impractical [12]. CNNs can
automatically extract features, which is a good solution to this problem.

Network structure optimization research: CNNs avoid the complex pre-processing of the image
through the direct input of original images into the system. In the field of image recognition, CNNs
have achieved great success [13]. Research into the structure of convolution neural networks follows
two primary trends: 1) increases in the depth of the studied CNN and 2) expansion of the breadth of
the CNN. In the research of depth, the potential risks (e.g., network degradation) which are brought
about by the deepening of the network are mainly studied to solve the training problems of deep
networks (e.g., VGG [14], ResNet [15]). In the research of breadth, the inception of GoogLeNet can
be used as a representative (e.g., Inception-v1 [16], Inception-v2 [17] and Inception-v3 [18]). The
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integration of depth and width has become a new development trend such as with Inception-v4 [18]
and Xception [19]. However, these very deep models require high computation complexity and a
large number of samples; for example, VGG employed approximately 180 million parameters and
GoogLeNet employed 5 million parameters. Furthermore, frequently used public image datasets are
massive. These include the CIFAR-10 dataset [20], which consists of 60,000 images in 10 classes;
ImageNet [21], which consists of 3.2 million images and 5247 synsets in total; and the COCO
dataset [22], which consists of 328,000 images in 91 common object categories. Thus, it is particularly
necessary to simplify CNN structure without a public data set containing huge numbers of samples.

CNNs in the application of remote sensing classification: CNNs can be applied to the classification
of remote sensing images. Many scholars have researched alternative methods in this field. Hu et al.
proposed a CNN structure and remote sensing pixel-based image classification was carried out
on three hyperspectral remote sensing data sets. The band numbers of the three data sets were
220, 220, and 103, and the sample sizes were 8504, 54,129, and 42,776, respectively [3]. Yue et al.
extracted image features from 46,697 hyperspectral remote sensing images containing 103 bands using
a CNN approach from a pixel matrix with spectral and spatial features, and classified the features
via logical regression [4]. Lee and Kwon used two convolution kernel templates of different sizes
to extract a variety of remote sensing image features from 8,504 samples containing 220 bands and
removed the fully-connected layer for classification purposes [5]. All of the above CNNs required
numerous, manually labelled samples; as a result, personal experience likely significantly impacted
the classification accuracy; furthermore, the dimensionality of the original remote sensing images
was high and included considerable redundant information, which affects the efficiency of network
training and impedes network learning. Therefore, a method is needed to compress and enhance
original remote sensing images. An auto-encoder is the most appropriate tool for this purpose.

CAE’s application in remote sensing classification: An auto-encoder can learn important features
from sample data to better complete classification and regression tasks. Hinton and Salakhutdinov first
proposed the application of an auto-encoder network to data dimension reduction and concluded that it
yielded improved results over the mainstream principal component analysis method [23]. The CAE is a
type of auto-encoder suitable for processing images. The CAE uses traditional self-supervised learning
methods and is combined with the convolution and pooling operation of CNNs to achieve feature
extraction. Compared to the traditional auto-encoder method, CAE can greatly reduce the parameters
and improve efficiency using local receptive fields and weight sharing [24]. At present, the CAE
involves two primary classification procedures. The first is to pre-train the CNN weight determination
to prevent the network from falling to the local minimum. Then, the weights are adjusted by adding
labels to the samples to classify them [24–26]. Zhang et al.’s research also involved pre-training
weight determination for CNNs [11]. The second procedure uses a traditional classifier to classify
the features extracted by the CAE [27–29]. In reference to the first procedure, some scholars find that
good initialization strategies and the use of batch normalization, as well as residual learning, are more
effective than pre-training the weight using a CAE, particularly when training a deep network [15,30].
In reference to the second procedure, some scholars have demonstrated that traditional classifiers do
not necessarily effectively classify the data after the CAE’s feature extraction [31]. The features extracted
by a CAE are determined using pixel-level reconstruction, not a relatively abstract classification feature;
thus, direct classification cannot achieve good classification results. This suggests that other models
need to be used to further extract classification features.

3. Hybrid Model Based on CAE and CNN

3.1. Method for the Production of an Object-Oriented Remote Sensing Data Set

To avoid the “salt and pepper phenomenon” caused by traditional pixel-based classification
methods, an object composed of multiple pixels is used as the basic classification unit and then
classified—this is object-oriented remote sensing classification.
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Object-oriented remote sensing classification technology compiles the set of adjacent pixels into
objects to identify geographic entities of interest, making full use of the shape, texture, and spectral
information of high-resolution remote sensing images. This occurs through two processes: object
construction and object classification [10]. In this paper, the natural geographic boundaries of an object
are obtained by performing multi-resolution segmentation of remote sensing images using the fractal
net evolution approach, each pixel of an object maintaining its original spectral value, that is to say,
an object has multiple distinct spectral values (as shown in Table 1). Then, the objects composed
of multiple distinct spectral values are directly inputted into the proposed model and subsequently
classified. This approach avoids the issue of treating the multiple distinct spectral values of an object
as a single statistical value (as shown in Table 1) which cannot accurately express the spectral features
of each pixel of an object in traditional object-oriented classification methods.

Table 1. Spectral values of object and pixels (three bands presented for example). The second column
represents a single statistical value based on the multiple distinct spectral values of an object. The third
to eighth columns represent spectral values of point1 to point6, respectively. The object and points refer
to Figure 1.

Object Point 1 Point 2 Point 3 Point 4 Point 5 Point 6

Band1 2908 4022 3080 3957 4330 3112 3665
Band4 2560 3075 2176 2999 3535 2342 2606
Band8 3629 2695 2053 2767 4405 3026 3286

CNNs require a constant dimensionality, but objects with natural geographic semantics obtained
using multiresolution segmentation have a variety of sizes and are irregular in shape. Therefore, it is
necessary to further process objects acquired using multiresolution segmentation, expand all of the
objects into an n × n size matrix, and set the pixel value of the expanded area to zero in order to
highlight the boundaries of objects in images whose minimum value is greater than zero. An example
is shown in Figure 1 below.

Figure 1. An example of an image object: (a) the original image object; (b) the post-processing
image object.

3.2. Architecture of the Designed Hybrid Model

The proposed hybrid deep neural network model based on CAE and CNNs in object-oriented
remote sensing classification (referred to as the CAE_CNN model) includes two steps. The first step
requires training of the object-oriented remote sensing dataset without class information supervision
based on the designed CAE model to extract feature maps and reduce the dimensionality of the data.
The second step involves using the extracted feature maps as the inputs for the designed CNN model,
which can then be classified.
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The designed CAE model includes an encoder part and a decoder part. The encoder part includes
a convolutional layer and a max pooling layer. The decoder part contains a deconvolution layer and
an up-max pooling layer (layers are ascertained after repeated experiments).

The designed CNN model contains four layers with weights, including three convolutional layers
and a fully-connected layer. The max pooling layer follows each convolutional layer.

The architecture of the CAE_CNN model can be seen in Figure 2 below.

Figure 2. Architecture of the CAE_CNN model (the green layers represent the feature maps obtained
by convolution operations, and the yellow layers represent the feature maps obtained by max
pooling operations).

4. Feature Extraction Based on the CAE Model

In this paper, the feature extraction and data dimension reduction of remote sensing image objects
are carried out using the CAE; however, the number of extracted feature maps is difficult to determine
and has a crucial impact on the classification results. In this case, we set the number to 12 to ensure that
the data quality of the feature maps remains consistent with the original image. Figure 3 shows that
an information redundancy phenomenon occurs between feature maps. Therefore, 12 feature maps
should be grouped to eliminate redundant information and determine a more reasonable number of
feature maps. The redundancy elimination method is as follows:

In the central area of a 53 × 53 matrix of feature maps, the texture features of each feature map are
compared and analysed based on entropy, energy, and inverse difference moment indicators derived
from a grey-level co-occurrence matrix [32–34].

Sample 177 and its feature maps are shown as an example in Figure 3 below.

Figure 3. Example of feature maps (the red box in feature map 2© represents a central 53 × 53 grid).
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The change in each indicator is shown in Figure 4.

Figure 4. Variation of each indicator.

If the entropy value difference is less than 0.1, the maps are considered similar and can be grouped
together. According to the graph, the entropy of feature maps 1, 4, and 12 is similar; therefore, the maps
can be grouped together. The entropy values of feature maps 3, 5, 6, 7, and 9 are also similar, so these
maps can be aggregated into a second group. The difference in entropy values of the other feature
maps is greater, thus, each of these maps represents its own group. Therefore, there is information
redundancy among 12 feature maps, and it is more effective to use 6 sets of feature maps instead of
12 feature maps. Next, based on the grey histogram (Figure 5) of each feature map, the information
contained in each feature map is described.

Figure 5. Grey histograms ((a–f) represent the grey histograms of feature maps 1, 2, 3, 8, 10, and 11,
respectively. The grey histograms of feature maps 5, 6, 7, and 9 are similar to the grey histogram of
feature map 3; and the grey histograms of feature maps 4 and 12 are similar to the grey histogram
representing feature map 1.).

The entropy of feature maps 2 and 8 is 1.70 and 1.19, respectively. The energy of these feature
maps is 0.31 and 0.47, respectively. The inverse difference moment of the feature maps is 0.93 and
0.94, respectively. These differences indicate that feature maps 2 and 8 have very rich and unique
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texture information. The grey histogram also shows that they have different spectral features, which
are beneficial to classify.

The entropy of the feature maps numbered 1, 4, and 12 is almost 0, while the energy and inverse
difference moments of these are close to 1, which indicates that the local areas of these maps lack
variability and have no texture information. The grey histograms (4, 12, and 1 are similar) show that,
in addition to the black background and the subject, some sporadic grey points constitute the subject’s
contour, revealing obvious shape characteristics that are beneficial to classify.

The entropy, energy, and inverse difference moments of feature maps 3, 5, 6, 7, and 9 range from
0.75–0.85, 0.50–0.55, and 0.965–0.982, respectively. Although there is no texture information on the
subject, where the external edge of the subject’s silhouette forms a point cloud through the convolution
operation with rich texture information, the grey histograms (5, 6, 7, 9, and 3 similar) show that there
is a clear distinction between the main body and the background. These features also have shape
characteristics that are helpful to classify.

The entropy, energy, and inverse difference moments of feature maps 10 and 11 range from
0.25–0.6, 0.45–0.50, and 0.75–0.982, respectively, which suggests weaker texture information. Compared
with the grey histograms of the other feature maps, 10 and 11 both have special and different spectral
characteristics, which are beneficial to classify.

Therefore, there is redundancy among the 12 feature maps, and they are aggregated into 6 groups
according to the minimum similarity principle. The different feature map groups reflect the different
characteristics of the objects in those groups, which are beneficial to classify.

In addition to the number of feature maps, the size of the feature map is also an important factor
that affects classification. The most ideal condition is that the process of extracting a feature map not
only maintains the inherent information, but also reduces redundancy. The compression ratio can be
used as an important indicator to evaluate the quality of the compressed image [35]. Through analysis
of experiments using a variety of feature maps (as shown in Figure 6), classification accuracy reaches a
maximum when the compression ratio is 2 and the size of the feature map is determined according to
the principle.

Figure 6. Overall accuracy with the compression ratio change.

5. Parameters of the CAE_CNN Model

The size of remote sensing objects is 192 × 192 × 3 according to the established parameter
determination methods within the designed CAE model (proposed in Section 4). The number of
feature maps is 6, and the compression ratio is 2. Thus, the size of the input feature maps of the
designed CNN model is 96 × 96 × 6 and the number of feature maps is maintained at 6.

For the designed CNN model, the number of layers was ascertained after repeated experiments.
Three convolutional layers were determined to be optimal, and it is important to employ small kernels
for convolutional layers, so the kernel size of the first convolutional layer was established at 3 × 3.
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This corresponds to a 3 × 3 pixel area within the feature maps, which is equivalent to a ground area
of 3 m × 3 m. This scale is more conducive to extracting spatial and spectral features from each
image. The kernel sizes of the other two convolutional layers were established following the same
principle; the number of kernels for each convolution layer is the product of the number of input
feature maps (n) and the number of output feature maps (m). These kernels are divided into m groups,
and each group has n kernels. Each kernel of each group is convolved with the corresponding input
feature map, the results of which add up to an output feature map. Finally, the m feature maps were
obtained. Common max pooling was used for the pooling layers; due to the limited size of the sample
set, the neuron count of fully-connected layer must be less than 1000 in order to ensure a relatively
good classification accuracy. Thus, the pooling layers were designed to be 2 × 2, which prevented
over-fitting and ensures the efficiency of the network.

The rectified linear units (RELU) were applied to the output of every convolutional layer.
The softmax classification method was applied to the full connection layer connected to the class
code. The image objects were sampled uniformly from the whole training set in mini-batches of
10. The Adaptive Moment Estimation (Adam) method was adapted to optimize the model. Default
settings for Adam are learning rate = 0.001, β1 = 0.9, β2 = 0.999, and epsilon = 10−8.

6. Results and Discussion

The study area used was in Hangzhou City. The remote sensing image is a Worldview II image
with 8 multispectral bands and a panchromatic band. To integrate the advantages of multispectral and
panchromatic images, the images were fused first. Because of the high correlation among the various
bands, bands 1, 4, and 8, which had a low correlation, were selected as the best band combination for
use in this study. A correlation analysis was performed to determine this result. Then, the sample set
was obtained using the method proposed in Section 3. The training set contained 2000 samples and the
testing set included 500 samples, including roads, forests, green space, water bodies, and residences.

To verify the validity and rationality of the CAE_CNN model, three experiments were carried out.
The first experiment utilized the proposed CAE_CNN model to classify the remote sensing objects.
The second experiment took the input, encoder, and feature maps module in the CAE of Figure 2 and
connected the layer that produces feature maps to Conv1 of the CNN in Figure 2. We used the softmax
classifier and trained the resulting network with supervision directly; this model is referred to as the
CAE_SMX model. The third experiment analysed different pure CNN architectures to classify the
original image objects and resulted in the selection of the best one; the resulting model contained nine
layers with weights, including eight convolutional layers and a fully-connected layer. The structure is
more complicated than the CAE_CNN model (as shown in Figure 7). This model is referred to as the
Best_CNN model.

Figure 7. Architecture of the Best_CNN model (the green layers represent the feature maps obtained
by convolution operations, and the yellow layers represent the feature maps obtained by max
pooling operations).
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The three experiments were evaluated based on the overall accuracy, temporal efficiency, and
dependency of the labelled samples.

6.1. Overall Accuracy of the Different Models

As shown in Tables 2–4, the overall accuracy of the CAE_CNN model is 0.944, which is higher
than that of the CAE_SMX model (overall accuracy of 0.20) and the Best_CNN model (overall accuracy
of 0.916). The classification accuracy of each category based on the CAE_CNN model is higher
than or close to 90%. These results show that the CAE_CNN model has a significant advantage in
object-oriented remote sensing classification compared to the CAE_SMX and Best_CNN models.

Table 2. The confusion matrix of the CAE_CNN model.

Road Forest Green Space Water Body Residence Total

Road 91 3 6 0 0 100
Forest 1 97 2 0 0 100

Green space 1 11 88 0 0 100
Water body 0 0 0 100 0 100
Residence 4 0 0 0 96 100

Total 97 111 96 100 96 500
Producer’s accuracy 0.938 0.874 0.917 1.000 1.000

Overall accuracy 0.944
Kappa value 0.930

Table 3. The confusion matrix of the CAE_SMX model.

Road Forest Green Space Water Body Residence Total

Road 0 0 100 0 0 100
Forest 0 0 100 0 0 100

Green space 0 0 100 0 0 100
Water body 0 0 100 0 0 100
Residence 0 0 100 0 0 100

Total 0 0 500 0 0 500
Producer’s accuracy 0.20

Overall accuracy 0.20
Kappa value 0.00

Table 4. The confusion matrix of the Best_CNN model.

Road Forest Green Space Water Body Residence Total

Road 84 1 13 0 2 100
Forest 0 95 5 0 0 100

Green space 0 17 83 0 0 100
Water body 1 0 0 99 0 100
Residence 3 0 0 0 97 100

Total 88 113 101 99 99 500
Producer’s accuracy 0.954 0.841 0.822 1 0.980

Overall accuracy 0.916
Kappa value 0.895

The loss function values of the CAE part have reached 0.0435 (as shown by the red line in
Figure 8), which indicates that the feature maps extracted using the CAE are very effective and
accurately represent the original image. Nevertheless, the overall accuracy of the CAE_SMX model is
still only 0.2. These results indicate that the CAE is suitable for feature extraction and data dimension
reduction but not direct classification.

The overall accuracy of the Best_CNN model is 0.916; this is not a relatively good accuracy, which
indicates that the CNN has difficulty in achieving high accuracy results when classifying original
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objects directly, and the accuracy of the training set of the Best_CNN model reaches 0.998, indicating
that the model is overfitted trained on the given data.

This analysis indicates that the CAE_CNN model combines the advantages of both the CAE and
CNN to accurately classify the data, and the CAE_CNN model can overcome the problem that it is
easy for traditional CNNs to fall into over-fitting to some extent in the case of limited numbers of
labelled samples.

6.2. Temporal Efficiency of Different Models

As shown in Figure 8, when the number of training times reaches approximately 400, the loss
function value of the CAE part of the CAE_CNN model is less than 0.05. The loss function value of
the CNN part of the CAE_CNN model occurs during a descending state in the training process and a
total of 22,000 training times is required for the CAE_CNN model. However, the loss function value of
the CAE_SMX model vacillates between 0.2 and 0.4 before the number of training times reaches 8,340,
and there is no decreasing trend until the number of training runs reaches 40,000. The loss function
value of the Best_CNN model also occurs during a descending state in the training process; however,
it fluctuates when the number of training runs is between approximately 36,000 and 37,000, and a
total of 40,000 training times is required. These results show that the CAE_CNN model is much more
efficient than the CAE_SMX model and Best_CNN model.

Figure 8. Loss function values during model training.

In general, the CAE_CNN model can significantly improve the classification accuracy and
temporal efficiency of the classification process of object-oriented remote sensing images compared to
the pure CAE model and the pure CNN model.

6.3. Dependence on Labelled Samples

The CAE_CNN model structure is simple and requires fewer labelled samples. To verify that the
CAE_CNN model can decrease the dependence of labelled samples, we trained the network using the
same number of iterations by reducing the number of training set samples gradually and applied the
classification to the same testing set. The results are shown in Figure 9.

As shown in Figure 9, the CAE_CNN model can still achieve a classification accuracy above
0.93 when the number of training sets is reduced to 1000, and the accuracy remains higher than the
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classification accuracy of the Best_CNN model, even while the training set of the Best_CNN model has
2000 samples. The results show that the CAE_CNN model can effectively reduce the use of manually
labelled samples and thus the cost of manually marking samples.

Figure 9. Classification accuracy with decreasing training set size.

As shown in Table 5, the number of parameters utilized drops from 5780 in the Best_CNN model
to 4247 in the CAE_CNN model, while the number of parameters in the fully-connected layer remains
similar. The number of parameters in the convolution layer decreases from 2895 to 1242 because the
number of convolutional layers is reduced from 8 to 3; that is to say, the CAE_CNN model needs fewer
parameters to extract features, so the CAE_CNN model can reduce its dependence on the number of
labelled samples.

In summary, the hybrid deep neural network model is able to achieve a higher efficiency and
can significantly improve the accuracy of remote sensing image classification by taking advantage
of a simpler structure. Furthermore, the number of labelled samples required is greatly reduced,
which suggests that the interference of the subjectivity inherent in experts’ domain classification on
the classification accuracy can be overcome to some extent.

Table 5. The number of parameters of the models.

CNN (CAE_CNN) Best_CNN

Convolution layer 1242 2895
Fully-connected layer 3005 2885

Total 4247 5780

7. Conclusions

A hybrid network design strategy for remote sensing classification is proposed to address the lack
of a widely accepted remote sensing deep neural network model caused by the inability to establish
a standard remote sensing sample dataset from imagery developed using different remote sensing
data formats and researchers’ different classification requirements. Remote sensing imagery features
are enhanced and data redundancy can be reduced using a convolutional auto-encoder. Then, those
feature maps which reflect the essential information of the remote sensing data can be used as inputs
into a convolutional neural network. This study demonstrates that the strategy not only improves
image classification efficiency and accuracy, but also greatly reduces the number of labelled samples
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required. The strategy proposed has produced a viable and effective deep neural network design
method for object-oriented remote sensing classification. In a future study, the authors will apply
the proposed model to a broader range of data to establish a more universal model and find a more
accurate and efficient way to determine the channel and scale of the output feature maps of the CAE.

Supplementary Materials: The following are available online at www.mdpi.com/1999-4893/11/1/9/s1.
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