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Abstract: We introduce a seismic signal compression method based on nonparametric Bayesian dictionary learning method via clustering. The seismic data is compressed patch by patch, and the dictionary is learned online. Clustering is introduced for dictionary learning. A set of dictionaries could be generated, and each dictionary is used for one cluster’s sparse coding. In this way, the signals in one cluster could be well represented by their corresponding dictionaries. A nonparametric Bayesian dictionary learning method is used to learn the dictionaries, which naturally infers an appropriate dictionary size for each cluster. A uniform quantizer and an adaptive arithmetic coding algorithm are adopted to code the sparse coefficients. With comparisons to other state-of-the art approaches, the effectiveness of the proposed method could be validated in the experiments.
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1. Introduction

Oil companies are increasing their investment in seismic exploration, as oil is an indispensable resource for economic development. A large number of sensors (typically more than 10,000) are required to collect the seismic signals, which are generated by an active excitation source. Similar to other distributed vibration data collection methods [1,2], using cable for data transmission in seismic signal acquisitions is a typical approach. To improve the quality of depth images and simplify acquisition logistics, replacing cabling with wireless technology should be a new trend in seismic exploration. Benefitting from recent advances in wireless sensors, large areas could be measured with a dense arrangement of thousands of seismic sensors. This will create high quality of depth images with a large amount of data to be collected daily. However, the network throughput for single sensor is always limited (e.g., 150 kbps down to 50 kbps). Therefore, it is necessary to compress the seismic signals before transmission. How to represent the seismic signals efficiently with a transform or a basis set could be quite important for seismic signal compression. A lossy compression gain of approximately three has been achieved for the compression of seismic signals using the discrete cosine transform (DCT) [3]. To preserve the important features, a two-dimensional seismic-adaptive DCT is proposed [4]. However, complicated signals could not be well represented by the orthogonal basis used in the methods above. Multiscale geometric analysis methods (e.g., Rigielet, Contourlet and Curvelet [5,6]) have been favored in recent years. By neglecting the orthogonality and completeness, complicated signals could be well represented by inducing a lot of redundancy component. Thereby, the representation of the signals is sparse. For example, Curvelet is adopted in seismic interpretation by exploring the directional features of the seismic data [5]. Another application of Curvelet in seismic signal processing is seismic signal denoising [6]. From a small subset of randomly selected seismic traces, seismic signals are recovered, while noise could be efficiently reduced from the migration amplitudes with the help of sparsity.
In the above methods, DCT or Curvelet is used to represent the signals, and could be deemed a set of fixed basis. Recent research efforts have been dedicated to learning a set of adaptive basis, called a dictionary. Hence, the signals could be sparsely represented. The dimensionality of the representation space could be higher than the input space. Moreover, the dictionary is inferred from signals themselves. These two properties lead to an improvement in the sparsity of the representation. Therefore, sparse dictionary learning could be widely used in the fields of compression—especially in image compression applications. An image compression scheme using a recursive least squares dictionary learning algorithm in the 9/7 wavelet domain is proposed [7]. This method is called as a compression method based on Offline Dictionary Learning (OffDL) in this paper. It achieves a better performance than using dictionaries learned by other methods. Reference [8] presents a boosted dictionary learning framework. In this work, an ensemble of complementary specialized dictionaries are constructed for sparse image compression. A compression scheme using dictionary learning and universal trellis coded quantization for complex synthetic aperture radar (SAR) images is proposed in [9], which achieves superior quality of decoded images compared with JPEG, JPEG2000, and CCSDS standards. In the above methods, offline training data is necessary for learning the dictionary for the sparse representation of the online testing data. Thus, its compression performance depends on the correlation between the offline training data and the online testing data. Reference [10] proposes an input-adaptive compression approach. Each input image is coded with a learned dictionary by itself. In this way, both the adaptivity and generality are achieved. An online learning-based intra-frame video coding approach is proposed to exploit the texture sparsity of natural images [11]. This is denoted as a compression method based on Dictionary Learning by Online Dictionary transmitting (DLOD). In this method, to synchronize the dictionary used in the coder and decoder, the residual between the current dictionary and the previous one is necessary for sending. This will increase the rates.

In this paper, we focus on how to compress seismic signals with the nonparametric Bayesian dictionary learning method via clustering. Seismic signals are generated from a seismic wave and recorded by different sensors, and are highly correlated. Clustering is introduced for seismic signal compression based on dictionary learning. A set of dictionaries can be generated, and each dictionary is used for one cluster’s sparse coding. In this way, the signals in one cluster can be well-represented by their corresponding dictionaries. The dictionaries are learned by the nonparametric Bayesian dictionary learning method, which naturally infers an appropriate dictionary size for each cluster. Furthermore, the online seismic signals are utilized to train the dictionaries. Thus, the correlation of training data and testing data could be relatively high. A uniform quantizer and an adaptive arithmetic coding algorithm are used to code the sparse coefficients. Experimental results demonstrate better rate-distortion performance over other seismic signal compression schemes, which validates the effectiveness of the proposed method. The rest of this paper is organized as follows: in Section 2, we introduce a seismic signal compression method based on offline dictionary learning. A seismic signal compression method using nonparametric bayesian dictionary learning via clustering is introduced in Section 3. Experimental results are presented in Section 4, and conclusion is made in Section 5.

2. Seismic Signal Compression Based on Offline Dictionary Learning

In this section, we will introduce how to compress seismic signals in the offline dictionary learning approach (OffDL) [7]. Compared with a fixed basis set, learning an adaptive basis set to a specific set of signals could result in better performance. Supposing input signals \( Y = \{y_i\}_{i=1,...,K} \in \mathbb{R}^{M \times K} \), the dictionary \( D \in \mathbb{R}^{M \times N} \), and the sparse vector \( W = \{w_i\}_{i=1,...,K} \in \mathbb{R}^{N \times K} \), then \( y_i \) could be represented by a linear combination of the basis from the dictionary \( D \): \( y_i = Dw_i + \epsilon_i \). \( \epsilon_i \) could be seen as the noise from the deviation of the linear model. To synchronize the dictionary in the coder and decoder, it is possible to use a pre-learned dictionary by offline training data. Inspired by this idea, the diagram of the seismic signal compression method based on the offline dictionary learning is shown in Figure 1. It includes two steps: offline training and online testing. In the offline training step,
offline training data is used to train the dictionary $D$. In the online testing step, the input testing data is sparsely represented by the trained dictionary $D$, and the result is a sparse matrix $W$. The sparse matrix is quantized and separated into the nonzero coefficients and their positions. The positions could be seen as a binary matrix, where 0 and 1 denote the coefficients of the current position’s zero and nonzero value separately. Finally, entropy coding algorithms are used to code them.

![Diagram of seismic signal compression based on offline dictionary learning.](image)

To optimize the dictionary $D$ and sparse matrix $W$, sparsity could be used as the regulation term, then the two variables $D$ and $W$ could be solved by two alternating stages: (1) Sparse representation—for a fixed dictionary $D$, $w_i$ can be solved by some sparse representation algorithms, such as order recursive matching pursuit (ORMP) [12] and partial search (PS) [13]; (2) Dictionary updating—when $w_i$ is fixed, the dictionary can be updated by methods such as the method of optimized directions (MOD) [14] and K-SVD [15]. The tree-structured iteration-tuned and aligned dictionary (TSITD) was proposed in [16]. TSITD can outperform other image compression algorithms in compression images belonging to specific classes. A classification and update step are repeated to train the dictionary in TSITD. Nevertheless, it is difficult to determine the number of classes and dictionary size in each iteration. Utilizing nonparametric Bayesian methods like the beta process [17], we can infer the number of dictionary elements needed to fit the data. This could reduce the size of the binary matrix generated from the quantized sparse matrix, which is beneficial for compression. To yield posterior distributions rather than point estimation for the dictionary and signals, the nonparametric Bayesian dictionary learning model based on Beta Process Factor Analysis (BPFA) [18] demonstrates its efficiency both in inferring a suitable dictionary size and sparse representation.

3. Seismic Signal Compression Using Nonparametric Bayesian Dictionary Learning via Clustering

The performance of the seismic signal compression method based on offline dictionary learning highly depends on the correlation between the offline training data and online testing data. However, the correlation is not always high. In this section, we will introduce a seismic signal compression method using nonparametric Bayesian dictionary learning via clustering. In a typical seismic survey, seismic waves are usually generated by special vibrators mounted on trucks. The seismic waves are reflected by subsurface formations, and return to the surface, where they are recorded by seismic sensors. The trucks are always moved to different locations, where different shots are generated by the vibrators. Obviously, seismic signals from the same seismic wave are highly correlated. If these correlated signals are clustered into the same group and each group learns its dictionary, the representation of these signals could be very sparse. This is useful for compression. Furthermore, we use the online seismic signals to train the dictionaries, which are updated synchronously in the coder and decoder. Meanwhile, the correlation of the online training data and testing data is high. Similar to other compression methods, it is typical to divide seismic signals into small patches for transmission.
The seismic signals recorded by one sensor corresponding to a single shot are always called a trace. In our method, traces of each patch are divided into small segments, which are placed as columns for dictionary learning. Suppose seismic signals of current patch are denoted as \( X_P = [x_1, \ldots, x_i, \ldots, x_N] \), and seismic signals of previous \( L \) patches are denoted as \( X_{P-L} \) to \( X_{P-1} \). \( x_i \) is the \( i^{th} \) segment in \( X_P \), the dimension of which is \( M \times 1 \). As seismic signals of the previous \( L \) patches are transmitted to the decoder and the seismic signals from adjacent patches are highly correlated, we could use these signals (both existing in the coder and decoder) to learn the dictionaries for the sparse representation of seismic signals from the current patch. The diagram of the proposed method is shown in Figure 2.

As mentioned above, clustering is introduced for dictionary learning. A set of dictionaries is generated. Seismic signals of the current patch are sparsely represented according to their cluster’s dictionaries. This includes the following steps: (1) Online training—transmitted seismic signals are used to learn the parameters of clustering and the dictionary of each cluster; (2) Online testing—firstly, seismic signals are clustered with the parameters generated from the online training step; secondly, they are sparsely represented by the corresponding dictionary of their clusters. Furthermore, the sparse coefficients are quantized and coded for transmission.

Figure 2. Diagram of proposed method.

3.1. Online Training

The mixed-membership naive Bayes model (MMNB) [19] and BPFA are utilized to learn a set of dictionaries based on clustering, the graphical representation of which is shown in Figure 3.

Figure 3. Graphical representation of proposed model.
Suppose that the transmitted seismic signals of the previous $L$ patches are denoted as $\overrightarrow{X}_{p-L}, \ldots, \overrightarrow{X}_{p-1} = [\overrightarrow{x}_{1}, \ldots, \overrightarrow{x}_{N \times L}]$. The online training algorithm includes the following steps:

(1) Feature dimension reduction by principal component analysis (PCA)

To reduce the feature dimension and computation time, PCA is used to generate the feature $v_i$ from $\overrightarrow{x}_i$, as follows:

$$v_i = R^T \overrightarrow{x}_i$$  \hspace{1cm} (1)

where the columns of matrix $R \in \mathbb{R}^{M \times B}$ form an orthogonal basis. It maps $\overrightarrow{x}_i$ from an original space of $M$ variables to a new space of $B$ variables.

(2) Clustering via MMNB

The latent structure from the observed data could be well discovered by probabilistic mixture model—especially the mixture models. Therefore, MMNB is used for clustering with a Gaussian mixture model as

$$p(v_i | \tau, \theta) = \sum_{c=1}^{V} p(\rho = c | \tau) \prod_{j=1}^{B} p(v_i | \theta_{jc})$$ \hspace{1cm} (2)

$\tau$ is a prior of the discrete distribution for clusters, and $\theta_{jc}$ is the parameters of the Gaussian model for features in cluster $c$. Firstly, we suppose the number of clusters could be a relatively large value as $V$. After clustering, small clusters will be merged for the requirement of dictionary learning.

The parameters $\alpha$ (parameter of $\tau$) and $\theta$ are estimated in MMNB by using expectation maximization (EM) algorithms with the following two steps alternating:

(a) E step:

For each data point $v_i$, find the optimal parameters

$$[\gamma_i^{(t)}, \phi_i^{(t)}] = \arg \max_{\gamma_i, \phi_i} L(\gamma_i, \phi_i; \theta_{jc}^{(t-1)}, \alpha^{(t-1)), v_i})$$ \hspace{1cm} (3)

$\gamma_i$ is a Dirichlet distribution parameter, and $\phi_i$ is a parameter for discrete distributions of the latent components $\rho$.

(b) M step:

$\theta_{jc}$ and $\alpha$ can be updated as follows:

$$[\theta_{jc}^{(t)}, \alpha^{(t)}] = \arg \max_{\theta_{jc}, \alpha} L(\theta_{jc}, \alpha; \gamma_i^{(t)}, \phi_i^{(t)}, v_i)$$ \hspace{1cm} (4)

(3) Dictionary learning via BPFA

Small clusters are merged into other clusters to keep the number of training data large enough for dictionary learning. The following cluster merging algorithm is used (Algorithm 1).

$Y_c = [y_{c1}, \ldots, y_{cl}]$ represents the segments in cluster $c$, which are clustered from $\overrightarrow{X}$. The number of clusters (denoted as $N_m$) can be smaller than $V$. For each cluster, BPFA is an efficient method to learn a dictionary, which naturally infers a suitable dictionary size. It can be described as
\[ y_i = Dw_i + e_i, \quad w_i = z_i \odot s_i \]
\[ d_k \sim \mathcal{N}(0, P^{-1} P), \quad s_i \sim \mathcal{N}(0, \gamma_s^{-1} I_K) \]
\[ e_i \sim \mathcal{N}(0, \gamma_e^{-1} I_P), \quad \pi_k \sim \text{Beta}(a_0, b_0(K - 1) / K) \]
\[ \gamma_s \sim \text{Gamma}(\epsilon_0, d_0), \quad \gamma_e \sim \text{Gamma}(\epsilon_0, f_0) \]
\[ z_i \sim \prod_{k=1}^{K} \text{Bernoulli}(\pi_k), \quad \pi \sim \prod_{k=1}^{K} \text{Beta}(a_0 / K, b_0(K - 1) / K) \]

In Equation (5), \( w_i \) is a sparse vector, \( \odot \) is the dot product, and \( I_P(I_K) \) is an identity matrix. \( a_0, b_0, c_0, d_0, c_0, \) and \( f_0 \) are hyperparameters. As the variables in the above model are from the conjugate exponential function, a variational Bayesian or Markov chain Monte Carlo methods [20] like Gibbs sampling could be used for inference.

**Algorithm 1: Cluster Merging**

- **Input**: \( \phi_i \) (computed by Equation (3)), \( J \) (the required minimum number of segments for each cluster), \( V \) (the initial number of clusters), \( N \times L \) (the number of segments), \( N_k = 0, \Omega = \emptyset \)
- **for** \( i \leftarrow 1 \) **to** \( N \times L \) **do**
  - cluster the \( i^{th} \) segment into cluster \( C_i \) by \( C_i = \max_j(\phi_{ij}) \);
  - \( \phi_{ij} \) represents the \( j^{th} \) element of the column vector \( \phi_i \);
- **while** \( N_k < J \)
  - **for** \( c \leftarrow 1 \) **to** \( V \) **do**
    - find the smallest cluster \( k \), the number of segments in which is \( N_k(N_k \neq 0) \);
    - \( \Omega \leftarrow \Omega \cup k \);
  - **end**
  - **for** \( i \leftarrow 1 \) **to** \( N \times L \) **do**
    - if \( C_i = k \) then
      - merge the segments of cluster \( k \) into new cluster by \( C_i = \max_j(\phi_{ij}), j \notin \Omega \);
    - end
  - **end**
- **Output**: \( C_i \)

### 3.2. Online Testing

(1) Online clustering and sparse representation

Online clustering for seismic signals of the current patch \( X_P \) could be seen as the E step Equation (3) with the parameters \( \alpha \) and \( \theta \) generated by Algorithm 2. Sparse representation for segments of each cluster could also be solved from Equation (5) when the cluster’s dictionary \( D \) is given. In this way, Gibbs sampling can be used for sparse representation.

(2) Quantization and entropy coding

To transmit the sparse coefficients, a uniform quantizer is applied with a fixed quantization step \( \Delta \). Moreover, an adaptive arithmetic coding algorithm [21] for mixture models is used to code the quantized coefficients. Let \( [W_{P-1}, W_P] = [W^1, \ldots, W^c, \ldots, W^{N_m}] \) be the quantized coefficients of the previous \( L \) patches, which are separate from \( N_m \) clusters. We suppose that each nonzero coefficient belongs to an alphabet \( A \in \{-2^{Num-1}, \ldots, -1, 1, \ldots, 2^{Num-1}\} \). A mixture of \( N_m \) probability distributions \( \{f_{W_i}\}_{c=1}^{N_m} \) could be seen as a combination of \( N_m \) probability density function \( f_{W_i} \). Therefore, the probability of the quantized coefficients with the value \( k \) can be written as follows:

\[ f_{W}(k) = \sum_{c=1}^{N_m} p(\rho = c)f_{W_i}(k) \]
where \( f_W(k) = \frac{q^c(k) + 1}{P + 2NM} \cdot q^c(\cdot) \) is the frequency count table of the cluster \( c \), and \( h \) is the number of nonzero coefficients. \( \beta^c \) is a positive integer, which can be optimized by an EM algorithm. The quantized coefficients \( W_P \) of the current patch can be coded with the adaptive arithmetic coding algorithm based on the probability Equation (6) existing in the coder and decoder. We also send the nonzero coefficients’ positions and their cluster number, which are coded by an arithmetic coding algorithm.

The online training algorithm based on mixed-membership naive Bayes model (MMNB) and Beta Process Factor Analysis (BPFA) is described as Algorithm 2.

**Algorithm 2: Online Training Algorithm Based on MMNB and BPFA**

**Input**: \( \bar{x}_i \) (input seismic signals), \( N_m \) (the number of clusters), \( N \times L \) (the number of segments), \( I \) (the number of iterations), \( a_0, b_0, c_0, d_0, f_0, \alpha(0), \theta(0) \)

**Initialization**:
- Choose \( \tau \sim \text{Dirichlet}(\alpha) \)
- Choose a component \( \rho \sim \text{Discrete}(\pi) \)
- Construct a set of dictionaries as \( D_{(0)}^c = [d_{c1}^{(0)}, \ldots, d_{c1}^{(0)}, \ldots, d_{cN_c}^{(0)}, \ldots, d_{cN_c}^{(0)}]; d_{c1}^{(0)}, \ldots, d_{cN_c}^{(0)} \sim \mathcal{N}(0, P^{-1}I_P), c \in [1, N_m] \)
- Draw the following values: \( s_{ci}, e_{ci}, \pi_{ck}, \gamma_{cs}, \gamma_{te}, \mathbf{r}_{ci}^{(0)} \) as Equation (5)

for \( i \leftarrow 1 \) to \( N \times L \) do
  Compute \( v_i \) from \( \bar{x}_i \);
end
for \( t \leftarrow 1 \) to \( I \) do
  for \( i \leftarrow 1 \) to \( N \times L \) do
    Compute \( \gamma_i^{(t)} \) and \( \phi_i^{(t)} \) based on Equation (3);
  end
  Compute \( \theta_{ic}^{(t)} \) and \( \alpha(1) \) based on Equation (4);
end
Generate \( \mathbf{Y}_t \) based on Algorithm 1;
for \( c \leftarrow 1 \) to \( N_m \) do
  for \( t \leftarrow 1 \) to \( I \) do
    Generate the dictionary \( D_{(t)}^c \) using BPFA with Gibbs sampling based on Equation (5);
  end
end
**Output**: \( D_{(t)}^c = [d_{c1}^{(t)}, \ldots, d_{c1}^{(t)}, \ldots, d_{cN_c}^{(t)}, \ldots, d_{cN_c}^{(t)}]; d_{c1}^{(t)}, \ldots, d_{cN_c}^{(t)} \sim \mathcal{N}(0, P^{-1}I_P), c \in [1, N_m] \), \( \alpha = \alpha^{(1)}, \theta = \theta^{(1)} \)

The online testing algorithm can be summarized as Algorithm 3.

**Algorithm 3: Online Testing Algorithm Based on MMNB and BPFA**

**Input**: \( \mathbf{X}_P = [x_1, \ldots, x_N] \), \( I \) (iteration number), \( D_{(t)}^c (c \in [1, N_m]) \), \( \alpha, \theta \)

**Initialization**:
- Draw the following values: \( s_{ci}^{(0)}, e_{ci}^{(0)}, \pi_{ck}^{(0)}, \gamma_{cs}^{(0)}, \gamma_{te}^{(0)}, \mathbf{r}_{ci}^{(0)} \) as Equation (5)

for \( i \leftarrow 1 \) to \( N \) do
  Compute \( v_i \) from \( x_i \);
  Compute \( \gamma_i \) and \( \phi_i \) using Equation (3);
end
Generate \( \mathbf{Y}_t \) based on Algorithm 1;
for \( c \leftarrow 1 \) to \( N_m \) do
  for \( t \leftarrow 1 \) to \( I \) do
    Compute \( z_{ci}^{(t)} \) and \( s_{ci}^{(t)} \) with the given dictionary \( D_{(t)}^c \) based on Equation (5);
    Compute \( w_{ci}^{(t)} = z_{ci}^{(t)} \odot s_{ci}^{(t)} \);
  end
Quantize \( w_{ci}^{(t)} \) and use the probability model (Equation (6)) to code it, generate the code \( \mathcal{A} \).
**Output**: \( \mathcal{A} \)
3.3. Performance Analysis

In our algorithm, the coded information includes the value of nonzero coefficients, their position information, and their cluster information. The position information is a binary sequence where 0 indicates a zero and 1 denotes a nonzero value. This binary sequence can be encoded using an adaptive arithmetic coder. We suppose the input data is \( X_P \in \mathbb{R}^{M \times N} \) from patch \( P \), including \( N_m \) clusters. The corresponding dictionary of cluster \( c \) is denoted as \( D_c \). By using BPFA, the dictionary size of different clusters can be distinct, denoted as \( D_c \in \mathbb{R}^{M \times I_c} \). The number of nonzero elements in cluster \( c \) is expressed as \( E_c \). The total rate \( R \) can be approximately computed as:

\[
R = \frac{N \times \log_2 (N_m) + \sum_{c=1}^{N_m} g_c + \text{Sum} \times \rho}{M \times N}
\]

(7)

where \( \text{Sum} = \sum_{c=1}^{N_m} E_c \), and \( g_c = N \times I_c \times f\left(\frac{E_c}{N \times I_c}\right) \) is the entropy of coefficients’ positions. \( \rho \) is the entropy of nonzero coefficients. Multiple segments can be combined together, sharing the same cluster information for the reduction of rate.

The reconstruction quality is evaluated by SNR as follows:

\[
\text{SNR} = 10 \log_{10} \frac{\varepsilon_{\text{signal}}^2}{\varepsilon_{\text{noise}}^2}
\]

(8)

where \( \varepsilon_{\text{signal}} \) and \( \varepsilon_{\text{noise}} \) are the variances of the signal and the noise, respectively.

4. Experimental Results

The seismic data [22] is adopted to validate the performance of proposed method. The Bison 120-Channels sensor is used for seismic data collection. The length of the test area was around 300 m, and the receiver interval was 1 m. It included 72 sensors, and each sensor included 135 traces. For each trace, 1600 time samples were used in our experiments. The seismic signals were divided into small segments for dictionary learning and sparse representation. The dimension of each segment was \( 16 \times 1 \). Some test samples (50 traces from one sensor) are shown in Figure 4.

![Figure 4](image-url)

Figure 4. Some test samples.
4.1. Clustering Experiment

Firstly, we carried out the experiment of clustering based on MMNB for seismic signals. A clustering algorithm based on the naive Bayes (NB) model [23] was adopted for comparison. We used perplexity [24] as the measurement, which can be given by

\[
\text{perplexity} = \exp\left\{-\frac{\sum_{i=1}^{n} \log p(x_i)}{\sum_{i=1}^{n} m_i}\right\},
\]

A log-likelihood \( \log p(x_i) \) is assigned to each segment \( x_i \). \( m_i \) is the number of features extracted from \( x_i \), and \( n \) is the number of segments. We used 6 patches as the testing data and 6 previous patches as the training data. The experimental results are shown in Tables 1 and 2. MMNB had a lower (better) perplexity on most of the training and testing data when compared with NB.

Table 1. Perplexity of mixed-membership naive Bayes model (MMNB) and naive Bayes (NB) on the training data.

<table>
<thead>
<tr>
<th>Training Data</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.198 ± 0.022</td>
<td>0.175 ± 0.023</td>
<td>0.144 ± 0.015</td>
<td>0.182 ± 0.016</td>
<td>0.196 ± 0.020</td>
<td>0.217 ± 0.023</td>
</tr>
<tr>
<td>MMNB</td>
<td>0.184 ± 0.019</td>
<td>0.167 ± 0.018</td>
<td>0.143 ± 0.014</td>
<td>0.185 ± 0.019</td>
<td>0.178 ± 0.018</td>
<td>0.195 ± 0.021</td>
</tr>
</tbody>
</table>

Table 2. Perplexity of MMNB and NB on the testing data.

<table>
<thead>
<tr>
<th>Training Data</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.257 ± 0.035</td>
<td>0.242 ± 0.032</td>
<td>0.220 ± 0.023</td>
<td>0.251 ± 0.027</td>
<td>0.268 ± 0.042</td>
<td>0.302 ± 0.061</td>
</tr>
<tr>
<td>MMNB</td>
<td>0.232 ± 0.031</td>
<td>0.230 ± 0.029</td>
<td>0.219 ± 0.021</td>
<td>0.251 ± 0.027</td>
<td>0.263 ± 0.041</td>
<td>0.292 ± 0.052</td>
</tr>
</tbody>
</table>

4.2. Dictionary Learning Experiment

Figure 5 shows the clustering results after cluster merging based on Algorithm 1. The dimension of data points (feature of segments) is reduced for demonstration, where the data points with the same color belong to the same cluster. Two training and testing data are shown here for demonstration. The initial number of clustering is 8. After merging of the cluster, the actual number of clusters for data 1 (both testing and training) and data 2 are separately 6 and 5.

Figure 5. Clustering Results (a) Training Data 1; (b) Testing Data 1; (c) Training Data 2; (d) Testing Data 2.
Secondly, we wanted to validate the efficiency of non-parametric Bayesian dictionary learning based on clustering (NBDLC). Different dictionary learning and sparse representation methods, including K-SVD+OMP, K-SVD+ORMP, K-SVD+PS and TSITD, are compared. The initial dictionary size was $16 \times 128$ and the size of the test seismic signals in this experiment was $16 \times 1000$. In K-SVD+OMP, K-SVD+ORMP, K-SVD+PS, TSITD, and NBDLC, the number of nonzero coefficients is separately controlled by the sparsity and the sparsity prior parameters ($a_0$ and $b_0$). The experimental result is shown in Figure 6. From Figure 6, NBDLC could have the best reconstruction quality with a similar number of nonzero coefficients compared with other dictionary learning methods. Furthermore, the dictionary sizes are inferred from the seismic signals of each cluster in NBDLC. For example, in our experiments, the minimum dictionary size of NBDLC was $16 \times 83$. This is beneficial in reducing the rate of coding for nonzero coefficients’ position.

![Figure 6. Experimental result of dictionary learning.](image)

4.3. Comparison of Compression Performance

Finally, we carried out a qualitative comparison of seismic signal compression methods based on DCT, Curvelet, OffDL, DLOD and the proposed method on four test data from different sensors. In OffDL, offline data (different from the above four data) is adopted to train the dictionary. K-SVD and PS were used as the dictionary learning and sparse representation methods. A pseudo-random algorithm was used to generate the same random variables in the coder and decoder for the Bayesian dictionary learning process. In DCT and Curvelet, a desired sparsity can be obtained by only maintaining some significant coefficients. For compression, the nonzero coefficients are quantized and coded with an adaptive arithmetic coding algorithm. The quantization step in this experiment is 1024. The experimental results are shown in Figure 7. Curvelet performs better than DCT in most situations—especially in higher rates. OffDL, DLOD and the proposed method outperformed DCT and Curvelet. The compression performance of OffDL highly depends on the correlation between the training data and the testing data. For example, for sensor 3, its performance could be close to DLOD, yet its performance deteriorated for sensor 1. The performance of the proposed method is made better than OffDL and OLOD by the use of clustering. Although the rate will increase by transmission for the information of clustering, the distortion could be efficiently reduced—especially when the rate is high. For example, the rate gain of the proposed method could be approximately 22.4% and 77.8% when SNR is about 28 dB for the seismic signals of sensor 1. Then, we could conclude that the proposed method is an efficient method for seismic signal compression.
Figure 7. Compression performance comparison of seismic signals from different sensors.

5. Conclusions

In this paper, we have shown how to compress seismic signals efficiently by using a clustering-based nonparametric Bayesian dictionary learning method. The previous transmitted data is used to train the dictionary for sparse representation. After clustering by their structural similarities, each cluster could have its own dictionary. Then, the seismic signals of each cluster could be well represented. A nonparametric Bayesian dictionary learning method is used to train the dictionary, which infers an adaptive dictionary size. Experimental results demonstrate better rate-distortion performance over other seismic signal compression schemes, validating the effectiveness of the proposed method.
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