An Efficient Sixth-Order Newton-Type Method for Solving Nonlinear Systems
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Abstract: In this paper, we present a new sixth-order iterative method for solving nonlinear systems and prove a local convergence result. The new method requires solving five linear systems per iteration. An important feature of the new method is that the LU (lower upper, also called LU factorization) decomposition of the Jacobian matrix is computed only once in each iteration. The computational efficiency index of the new method is compared to that of some known methods. Numerical results are given to show that the convergence behavior of the new method is similar to the existing methods. The new method can be applied to small- and medium-sized nonlinear systems.
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1. Introduction

We consider the problem of finding a zero of a nonlinear function $F : D \subset R^m \rightarrow R^m$, that is, a solution $\alpha$ of the nonlinear system $F(x) = 0$ with $m$ equations and $m$ unknowns. Newton’s method [1,2] is the well-known method for solving nonlinear systems, which can be written as:

$$x^{(k+1)} = x^{(k)} - F'(x^{(k)})^{-1} F(x^{(k)}),$$

where $F'(x^{(k)})$ is the Jacobian matrix of the function $F$ evaluated in the $k$th iteration and $F'(x^{(k)})^{-1}$ is the inverse of $F'(x^{(k)})$. Newton’s method is denoted by NM. Newton’s method converges quadratically if $F'(a)$ is nonsingular and $F'(x)$ is Lipschitz continuous on $D$. The method (1) can be written as:

$$\begin{cases}
F'(x^{(k)})\gamma^{(k)} = F(x^{(k)}),
\gamma^{(k+1)} = x^{(k)} - \gamma^{(k)},
\end{cases}$$

which requires $(m^3 - m)/3$ multiplications and divisions in the LU decomposition (lower upper, also called LU factorization) and $m^2$ multiplications and divisions for solving two triangular linear systems. So, the computational cost (multiplications and divisions) of the method (1) is $(m^3 - m)/3 + m^2$.

In order to accelerate the convergence or to reduce the computational cost and function evaluation in each step of the iterative process, many efficient methods have been proposed for solving nonlinear
systems, see [3–21] and the references therein. Cordero et al. [3,4] developed some variants of Newton’s method. One of the methods is the following fourth-order method [3]:

\[
\begin{align*}
    y^{(k)} &= x^{(k)} - F'(x^{(k)})^{-1}F(x^{(k)}), \\
    x^{(k+1)} &= y^{(k)} - [2I - F'(x^{(k)})^{-1}F'(y^{(k)})]F'(x^{(k)})^{-1}F(y^{(k)}),
\end{align*}
\]

where \( I \) is the identity matrix. Method (3) is denoted by CM4 and requires LU decomposition of the Jacobian matrix only once per full iteration. Based on method (3), Cordero et al. [4] presented the following sixth-order method:

\[
\begin{align*}
    y^{(k)} &= x^{(k)} - F'(x^{(k)})^{-1}F(x^{(k)}), \\
    z^{(k)} &= y^{(k)} - [2I - F'(x^{(k)})^{-1}F'(y^{(k)})]F'(x^{(k)})^{-1}F(y^{(k)}), \\
    x^{(k+1)} &= z^{(k)} - F'(y^{(k)})^{-1}F(z^{(k)}),
\end{align*}
\]

where \( I \) is the identity matrix. Method (4) is denoted by CHM and requires two LU decompositions of the Jacobian matrix, one for \( F'(x^{(k)}) \) and one for \( F'(y^{(k)}) \). Grau-Sánchez et al. [5] obtained the following sixth-order method:

\[
\begin{align*}
    y^{(k)} &= x^{(k)} - F[x^{(k)} + F(x^{(k)}), x - F(x^{(k)})]^{-1}F(x^{(k)}), \\
    z^{(k)} &= y^{(k)} - \left\{ 2F[x^{(k)}, y^{(k)}] - F[x^{(k)} + F(x^{(k)}), x - F(x^{(k))} \right\}^{-1}F(y^{(k)}), \\
    x^{(k+1)} &= z^{(k)} - \left\{ 2F[x^{(k)}, y^{(k)}] - F[x^{(k)} + F(x^{(k)}), x - F(x^{(k)})] \right\}^{-1}F(z^{(k)}),
\end{align*}
\]

where \( F[\cdot, \cdot] \) denotes the first-order divided difference of \( D \). Method (5) is denoted by SNAM and requires two LU decompositions for solving the linear systems involved.

It is well known that the computational cost of the iterative method greatly influences the efficiency of the iterative method. The number of LU decompositions that are used in the iterative method thus plays an important role when it comes to measuring the computational cost. So, we can reduce the computational cost of the iterative method by reducing the number of LU decompositions in each iteration.

The purpose of this paper is to construct a new sixth-order iterative method for solving small- and medium-sized systems. The theoretical advantages of the new method are based on the assumption that the Jacobian matrix is dense and that LU factorization is used to solve systems with the Jacobian. This assumption is not correct for sparse Jacobian matrices. An important feature of the new method is that the LU decomposition is computed only once per full iteration. This paper is organized as follows. In Section 2, based on the well-known fourth-order method (3), we present a sixth-order iterative method for solving nonlinear systems. The new method only increases one function evaluation, \( F \). For a system of \( m \) equations, each iteration uses \( 3m + 2m^2 \) evaluations of scalar functions. The computational efficiency is compared to some well-known methods in Section 3. In Section 4, numerical examples are given to illustrate the convergence behavior of our method. Section 5 offers a short conclusion.

2. The New Method and Analysis of Convergence

Based on the method (3), we construct the following iterative scheme:

\[
\begin{align*}
    y^{(k)} &= x^{(k)} - F'(x^{(k)})^{-1}F(x^{(k)}), \\
    z^{(k)} &= y^{(k)} - [2I - F'(x^{(k)})^{-1}F'(y^{(k)})]F'(x^{(k)})^{-1}F(y^{(k)}), \\
    x^{(k+1)} &= z^{(k)} - [2I - F'(x^{(k)})^{-1}F'(y^{(k)})]F'(x^{(k)})^{-1}F(z^{(k)}),
\end{align*}
\]
where $I$ is the identity matrix. We note that the first two steps of method (6) are the same as those of method (3), and the third step of method (6) increases one function evaluation $F(z^{(k)})$. Method (6) will be denoted by M6. For method (6), we have the following convergence analysis.

**Theorem 1.** Let $\alpha \in R^m$ be a solution of the system $F(x) = 0$ and $F : D \subset R^m \to R^m$ be sufficiently differentiable in an open neighborhood $D$ of $\alpha$. Suppose that $F'(x)$ is nonsingular in $D$. Then, for an initial approximation sufficiently close to $\alpha$, the iterations converge with order 6.

**Proof.** By using the notation introduced in [6], we have the following Taylor’s expansion of $F(x^{(k)})$ around $\alpha$:

$$F(x^{(k)}) = F'(\alpha)[\epsilon + A_2\epsilon^2 + A_3\epsilon^3 + O(\epsilon^4)],$$

where $A_i = \frac{1}{i!}F'(\alpha)^{-1}F^{(i)}(\alpha) \in L(R^m, R^m)$, $\epsilon = x^{(k)} - \alpha A_i \epsilon^i \in R^m$, $F^{(i)}(\alpha) \in L(R^m \times \cdots \times R^m, R^m)$, $F^{-1}(\alpha) \in L(R^m)$ and $\epsilon^i$ denotes $(\epsilon, \ldots, \epsilon)$. From (7) the derivatives of $F(x^{(k)})$ can be written as:

$$F'(x^{(k)}) = F'(\alpha)[I + 2A_2\epsilon + 3A_3\epsilon^2 + O(\epsilon^3)] = F'(\alpha)D(\epsilon) + O(\epsilon^3),$$

where $D(\epsilon) = I + 2A_2\epsilon + 3A_3\epsilon^2$. The inverse of (8) can be written as:

$$F'(x^{(k)})^{-1} = D(\epsilon)^{-1}F'(\alpha)^{-1} + O(\epsilon^3).$$

Then, we compel the inverse of $D(\epsilon)$ to be (see [6]):

$$D(\epsilon)^{-1} = I + X_2\epsilon + X_3\epsilon^2 + O(\epsilon^3),$$

such that $X_2$ verifies:

$$D(\epsilon)D(\epsilon)^{-1} = D(\epsilon)^{-1}D(\epsilon) = I.$$  

Solving system (11), we get:

$$X_2 = -2A_2,$$

$$X_3 = 4A_2^2 - 3A_3,$$

then,

$$F'(x^{(k)})^{-1} = [I - 2A_2\epsilon + (4A_2^2 - 3A_3)\epsilon^2]F'(\alpha)^{-1} + O(\epsilon^3).$$

Let us denote $E = y^{(k)} - \alpha$. From (6), (7) and (14), we arrive at:

$$E = \epsilon - F'(x^{(k)})^{-1}F(x^{(k)}) = A_2\epsilon^2 + O(\epsilon^3).$$

By a similar argument to that of (7), we obtain:

$$F(y^{(k)}) = F'(\alpha)[E + A_2\epsilon^2 + O(\epsilon^3)] = F'(\alpha)[A_2\epsilon^2 + A_2^2\epsilon^4 + O(\epsilon^5)],$$

$$F'(y^{(k)}) = F'(\alpha)[I + 2A_2E + O(\epsilon^2)] = F'(\alpha)[I + 2A_2^2\epsilon^2 + O(\epsilon^3)].$$

From (14) and (17), we have:

$$(2I - F'(x^{(k)})^{-1}F(y^{(k)}))F'(x^{(k)})^{-1} = [I - 2A_2E - 4A_2^2\epsilon^2]F'(\alpha)^{-1} + O(\epsilon^3) = [I - 6A_2^2\epsilon^2]F'(\alpha)^{-1} + O(\epsilon^3).$$

Let us denote $\epsilon = z^{(k)} - \alpha$. From (14), (15) and (18), we get:

$$\epsilon = z^{(k)} - \alpha = E - [I - 2A_2E - 4A_2^2\epsilon^2][E + A_2\epsilon^2 + O(\epsilon^3)]$$

$$= A_2\epsilon^2 + 4A_2^2\epsilon^4 + O(\epsilon^5)$$

$$= 5A_2^2\epsilon^4 + O(\epsilon^5),$$
Therefore, from (15) and (18)—(20), we obtain the error equation:

\[
e_{n+1} = x^{(k+1)} - x^{(k)} = \epsilon - [I - 2A_{2}E - 4A_{2}^{2}e^2][\epsilon + O(e^2)] = 2A_{2}Ee + 4A_{2}^{2}e^2\epsilon + O(e^3) = 30A_{2}^{2}\epsilon^6 + O(\epsilon^7).
\]

This implies that method (6) is of sixth-order convergence. This completes the proof.

In order to simplify the calculation, the new method (6) can be written as:

\[
\begin{cases}
F'(x^{(k)})\gamma^{(k)} = F(x^{(k)}), \quad y^{(k)} = x^{(k)} - \gamma^{(k)}, \\
F'(x^{(k)})\delta_{1}^{(k)} = F(y^{(k)}), \quad \delta_{2}^{(k)} = F'(y^{(k)})\delta_{1}^{(k)}, \quad F'(x^{(k)})\delta_{3}^{(k)} = \delta_{2}^{(k)}, \\
z^{(k)} = y^{(k)} - 2\delta_{1}^{(k)} + \delta_{3}^{(k)}, \\
F'(x^{(k)})\beta_{1}^{(k)} = F(z^{(k)}), \quad \beta_{2}^{(k)} = F'(y^{(k)})\beta_{1}^{(k)}, \quad F'(x^{(k)})\beta_{3}^{(k)} = \beta_{2}^{(k)}, \\
x^{(k+1)} = z^{(k)} - 2\beta_{1}^{(k)} + \beta_{3}^{(k)}.
\end{cases}
\]

From (22), we can see that the LU decomposition of the Jacobian matrix \(F'(x^{(k)})\) would be computed only once per iteration.

3. Computational Efficiency

Here, we want to compare the computational efficiency index of our sixth-order method (M6, (6)) with Newton’s method (NM, (1)), Cordero’s fourth-order method (CM4, (3)), Grau-Sánchez’s sixth-order method (SNAM, (5)) and Cordero’s sixth-order methods (CHM, (4)) and (CTVM, (18)). The method CTVM [7] is as follows:

\[
\begin{cases}
y^{(k)} = x^{(k)} - 1/2F'(x^{(k)})^{-1}F(x^{(k)}), \\
z^{(k)} = x^{(k)} + [F'(x^{(k)}) - 2F'(y^{(k)})]^{-1}[3F(x^{(k)}) - 4F(y^{(k)})], \\
x^{(k+1)} = z^{(k)} + [F'(x^{(k)}) - 2F'(y^{(k)})]^{-1}F(z^{(k)}).
\end{cases}
\]

We define, respectively, the computational efficiency index (CEI) of the methods NM, CM4, SNAM, CHM, CTVM and M6 as:

\[
CEI_{i}(\mu, m) = \rho_{i}^{-\frac{1}{\mu-1}}, \quad i = 1, 2, 3, 4, 5, 6,
\]

where \(\rho_{i}\) is the convergence order of the method and \(C_{i}(\mu, m)\) is the computational cost of method. The \(C_{i}(\mu, m)\) is given by [8]:

\[
C_{i}(\mu, m) = a_{i}(m)\mu + p_{i}(m),
\]

where \(a_{i}(m)\) represents the number of evaluations of the scalar functions used in the evaluations of \(F\), \(F'\) and \([y, x; F]\). The \(p_{i}(m)\) represents the computational cost per iteration. \(\mu > 0\) is the ratio between multiplications (and divisions) and evaluations of functions that are required to express \(C_{i}(\mu, m)\) in terms of multiplications (and divisions). The divided difference \([y, x; F]\) is defined by [9]:

\[
[y, x; F]_{ij} = (F(y_{1}, \cdots, y_{j-1}, y_{j}, x_{j+1}, \cdots, x_{m}) - F(y_{1}, \cdots, y_{j-1}, x_{j}, x_{j+1}, \cdots, x_{m}))/(y_{j} - x_{j}), \quad 1 \leq i, j \leq m,
\]

where \(F(x)\) and \(F(y)\) are computed separately. When we compute a divided difference, we need \(m^2\) quotients and \(m(m - 1)\) scalar function evaluations. We must add \(m\) multiplications for the scalar product, \(m^2\) multiplications for the matrix-vector multiplication and \(m^2\) evaluations of scalar functions for any new derivative \(F'\). In order to factorize a matrix, we require \((m^3 - m)/3\) multiplications.
and divisions in the LU decomposition. We require \( m^2 \) multiplications and divisions for solving two triangular linear systems.

Taking into account the previous considerations, we give the computational cost of each iterative method in Table 1.

Table 1. Computational cost of the iterative methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>( \rho )</th>
<th>( a(m) )</th>
<th>( p(m) )</th>
<th>( C(\mu, m) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NM</td>
<td>2</td>
<td>( m(m+1) )</td>
<td>( (m^3 - m)/3 + m^2 )</td>
<td>( C_1 = m(m+1)\mu + (m^3 - m)/3 + m^2 )</td>
</tr>
<tr>
<td>CM4</td>
<td>4</td>
<td>( 2m(m+1) )</td>
<td>( (m^3 - m)/3 + 4m^2 + m )</td>
<td>( C_2 = 2m(m+1)\mu + (m^3 - m)/3 + 4m^2 + m )</td>
</tr>
<tr>
<td>SNAM</td>
<td>6</td>
<td>( m(2m+3) )</td>
<td>( 2(m^3 - m)/3 + 6m^2 )</td>
<td>( C_3 = m(2m+3)\mu + 2(m^3 - m)/3 + 6m^2 )</td>
</tr>
<tr>
<td>CHM</td>
<td>6</td>
<td>( m(2m+3) )</td>
<td>( 2(m^3 - m)/3 + 5m^2 + m )</td>
<td>( C_4 = m(2m+3)\mu + 2(m^3 - m)/3 + 5m^2 + m )</td>
</tr>
<tr>
<td>CTVM</td>
<td>6</td>
<td>( m(2m+3) )</td>
<td>( 2(m^3 - m)/3 + 4m^2 + 3m )</td>
<td>( C_5 = m(2m+3)\mu + 2(m^3 - m)/3 + 4m^2 + 3m )</td>
</tr>
<tr>
<td>M6</td>
<td>6</td>
<td>( m(2m+3) )</td>
<td>( (m^3 - m)/3 + 7m^2 + 2m )</td>
<td>( C_6 = m(2m+3)\mu + (m^3 - m)/3 + 7m^2 + 2m )</td>
</tr>
</tbody>
</table>

From Table 1, we can see that these sixth-order iterative methods have the same number of function evaluations. Our method (M6) needs less LU decompositions than other methods with the same order. Therefore, the computational cost of our method is lower.

We use the following expressions [10] to compare the computational efficiency index of each iterative method:

\[
R_{ij} = \frac{\log CEI_{ij}}{\log CEI_j} = \frac{\log(\rho_j)C_i(\mu, m)}{\log(\rho_i)C_j(\mu, m)}, \quad i, j = 1, 2, 3, 4, 5, 6. \tag{26}
\]

For \( R_{ij} > 1 \) the iterative method \( M_i \) is more efficient than \( M_j \). We have the following theorem:

**Theorem 2.** For all \( \mu > 0 \) we have:

1. \( CEI_6 > CEI_3 \) for all \( m \geq 5 \),
2. \( CEI_6 > CEI_4 \) for all \( m \geq 7 \),
3. \( CEI_6 > CEI_5 \) for all \( m \geq 9 \).

**Proof.** We note that the methods SNAM, CHM, CTVM and method M6 have the same order \( \rho_3 = \rho_4 = \rho_5 = \rho_6 = 6 \) and the same number of function evaluations \( a_3(m) = a_4(m) = a_5(m) = a_6(m) = m(2m+3) \).

1. Based on the expression (26), the relation between SNAM and M6 can be given by:

\[
R_{6,3} = \frac{\log(\rho_6)C_3(\mu, m)}{\log(\rho_3)C_6(\mu, m)} = \frac{m(2m+3)\mu + 2(m^3 - m)/3 + 6m^2}{m(2m+3)\mu + (m^3 - m)/3 + 7m^2 + 2m}. \tag{27}
\]

Subtracting the denominator from the numerator of (27), we have:

\[
\frac{1}{3}m(m^2 - 3m - 7). \tag{28}
\]

Equation (28) is positive for \( m \geq 4.541 \). Thus, we get \( CEI_6 > CEI_3 \) for all \( m \geq 5 \) and \( \mu > 0 \).

2. The relation between CHM and M6 is given by:

\[
R_{6,4} = \frac{\log(\rho_6)C_4(\mu, m)}{\log(\rho_4)C_6(\mu, m)} = \frac{m(2m+3)\mu + 2(m^3 - m)/3 + 5m^2 + m}{m(2m+3)\mu + (m^3 - m)/3 + 7m^2 + 2m}. \tag{29}
\]

Subtracting the denominator from the numerator of (29), we have:

\[
\frac{1}{3}m(m^2 - 6m - 4). \tag{30}
\]
Equation (30) is positive for \( m \geq 6.606 \). Thus, we get \( CEI_6 > CEI_4 \) for all \( m \geq 7 \) and \( \mu > 0 \).

3. The relation between CHM and M6 can be given by:

\[
R_{6,4} = \frac{\log(\rho_6)C_6(\mu, m)}{\log(\rho_5)C_5(\mu, m)} = \frac{\log(6)m(m + 1)\mu + (m^3 - m)/3 + m^2}{\log(2)m(2m + 3)\mu + (m^3 - m)/3 + 7m^2 + 2m}. \tag{31}
\]

Subtracting the denominator from the numerator of (31), we have:

\[
\frac{1}{3}m(m^2 - 9m + 2). \tag{32}
\]

Equation (32) is positive for \( m \geq 8.772 \). Thus, we obtain \( CEI_6 > CEI_5 \) for all \( m \geq 9 \) and \( \mu > 0 \). This completes the proof.

**Theorem 3.** For all \( m \geq 2 \) we have:

1. \( CEI_6 > CEI_1 \) for all \( \mu > \frac{m^2 \log(3) + 3(\log(3) - 6 \log(2))m - (6 \log(2) + \log(3))}{3(m \log(2) + \log(4))} \),

2. \( CEI_6 > CEI_2 \) for all \( \mu > \frac{m^2 \log(3) + 6(2 \log(3) - 5 \log(2))m + 2(\log(3) - 4 \log(2))}{6(m \log(2) + \log(4))} \).

**Proof.**

1. From expression (26) and Table 1, we get the following relation between NM and M6:

\[
R_{6,1} = \frac{\log(\rho_6)C_1(\mu, m)}{\log(\rho_1)C_6(\mu, m)} = \frac{\log(6)m(m + 1)\mu + (m^3 - m)/3 + m^2}{\log(2)m(2m + 3)\mu + (m^3 - m)/3 + 7m^2 + 2m}. \tag{33}
\]

We consider the boundary \( R_{6,1} = 1 \). The boundary can be given by the following equation:

\[
\mu = H_{6,1}(m) = \frac{m^2 \log(3) + 3(\log(3) - 6 \log(2))m - (6 \log(2) + \log(3))}{3(m \log(2) + \log(4))}, \tag{34}
\]

where \( CEI_6 > CEI_1 \) over it (see Figure 1). Boundary (34) cuts axes at points \((\mu, m) = (0, 8.8948)\) and \((12.2470, 2)\). Thus, we get \( CEI_6 > CEI_1 \) since \( R_{6,1} > 1 \) for all \( m \geq 2 \) and \( \mu > H_{6,1}(m) \).

2. The relation between CM4 and M6 is given by:

\[
R_{6,2} = \frac{\log(\rho_6)C_2(\mu, m)}{\log(\rho_2)C_6(\mu, m)} = \frac{\log(6)2m(m + 1)\mu + (m^3 - m)/3 + 4m^2 + m}{\log(4)m(2m + 3)\mu + (m^3 - m)/3 + 7m^2 + 2m}. \tag{35}
\]

We consider the boundary \( R_{6,2} = 1 \). The boundary can be given by the following equation:

\[
\mu = H_{6,2}(m) = \frac{m^2 \log(3) + 6(2 \log(3) - 5 \log(2))m + 2(\log(3) - 4 \log(2))}{6(m \log(2) + \log(4))}, \tag{36}
\]

where \( CEI_6 > CEI_2 \) over it (see Figure 1). Boundary (36) cuts axes at points \((\mu, m) = (0, 19.2012)\) and \((5.3984, 2)\). Thus, we get \( CEI_6 > CEI_2 \) since \( R_{6,2} > 1 \) for all \( m \geq 2 \) and \( \mu > H_{6,2}(m) \).

This completes the proof.

In Tables 2 and 3, we show the computational efficiency indices of NM, CM4, SNAM, CHM, CTVM and M6, for different values of the size of the nonlinear systems.
The stopping criterion used is
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x and the initial value is 4. Numerical Examples similar to the other methods in this paper. That, for small- and medium-sized systems, the computational efficiency index of our method (M6) is CTVM and M6, for different values of the size of the nonlinear systems.

1. The results shown in Tables 2 and 3 are in concordance with the Theorems 2 and 3. We can see that, for small- and medium-sized systems, the computational efficiency index of our method (M6) is similar to the other methods in this paper.

4. Numerical Examples

In this section, we compare the related methods by numerical experiments. The numerical experiments are performed using the MAPLE computer algebra system with 2048 digits. The method M6 is compared with NM, CM4, SNAM, CHM, CTVM by solving some nonlinear systems. The stopping criterion used is \[ \|x^{(k+1)} - x^{(k)}\| < 10^{-200} \quad \text{or} \quad \|F(x^{(k)})\| < 10^{-200}. \]

Following nonlinear systems are used: \( F_1(x_1, x_2) = (2 - e^{x_1} + \arctan(x_2), \arctan(x_1^2 + x_2^2 - 5)) \) and the initial value is \( x^{(0)} = (1.35, 2)^T \). The solution is \( x \approx (1.1290650391602, 1.9300808629035)^T \).

\( F_2(x_1, x_2, x_3) = (x_2 + x_3 - e^{-x_1}, x_1 + x_3 - e^{-x_2}, x_1 + x_2 - e^{-x_3}) \) and the initial value is \( x^{(0)} = (0.2, 1.5, 1.5)^T \). The solution is \( x \approx (0.351733711249, 0.351733711249, 0.351733711249)^T \).
Although five linear systems are required to be solved in each iteration, the LU decomposition of the Jacobian is used to solve the systems with the Jacobian. This assumption is not correct for nonlinear systems, as the Jacobian matrix is sparse and the LU factorization is used to solve the systems with the Jacobian. This assumption is not correct for sparse Jacobian matrices.

The initial value is \( x^{(0)} = (2.5, 0.5, 1.5, 2.5, 2.5, 2.5, 1.5, 1.5, 8.5)^T \).

When \( n \) is odd, the exact zeros of \( F_i(x) \) are \( \alpha_1 = (1, 1, \cdots, 1) \) and \( \alpha_2 = (-1, -1, \cdots, -1) \). The initial value is \( x^{(0)} = (2.5, 0.5, 1.5, 2.5, 2.5, 2.5, 1.5, 1.5, 8.5)^T \).

Table 4 presents the results showing the following information: the number of iterations needed to converge to the solution, the value of the stopping factors at the last step and the computational order of convergence \( \rho \). The computational order of convergence \( \rho \) is defined by [18]:

\[
\rho \approx \frac{\ln(\left\| x^{(k+1)} - x^{(k)} \right\|)}{\ln(\left\| x^{(k)} - x^{(k-1)} \right\|)}.
\]

### Table 4. Numerical results for \( F_i (i = 1, 2, 3) \) by the methods.

<table>
<thead>
<tr>
<th>Function</th>
<th>Method</th>
<th>( k )</th>
<th>( \left| x^{(k)} - x^{(k-1)} \right| )</th>
<th>( \left| F(x^{(k)}) \right| )</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_1 )</td>
<td>NM</td>
<td>8</td>
<td>( 2.42128 \times 10^{-192} )</td>
<td>( 1.06480 \times 10^{-383} )</td>
<td>1.99667</td>
</tr>
<tr>
<td></td>
<td>CM4</td>
<td>5</td>
<td>( 5.59843 \times 10^{-147} )</td>
<td>( 2.69120 \times 10^{-386} )</td>
<td>4.00129</td>
</tr>
<tr>
<td></td>
<td>SNAM</td>
<td>4</td>
<td>( 3.76810 \times 10^{-28} )</td>
<td>( 3.25655 \times 10^{-736} )</td>
<td>6.09363</td>
</tr>
<tr>
<td></td>
<td>CHM</td>
<td>4</td>
<td>( 4.18959 \times 10^{-123} )</td>
<td>( 4.03125 \times 10^{-736} )</td>
<td>5.99962</td>
</tr>
<tr>
<td></td>
<td>CTVM</td>
<td>4</td>
<td>( 2.07203 \times 10^{-100} )</td>
<td>( 2.63883 \times 10^{-997} )</td>
<td>6.00033</td>
</tr>
<tr>
<td></td>
<td>M6</td>
<td>4</td>
<td>( 7.65662 \times 10^{-119} )</td>
<td>( 1.55028 \times 10^{-710} )</td>
<td>6.00589</td>
</tr>
<tr>
<td>( F_2 )</td>
<td>NM</td>
<td>9</td>
<td>( 3.41596 \times 10^{-116} )</td>
<td>( 2.48971 \times 10^{-232} )</td>
<td>1.97549</td>
</tr>
<tr>
<td></td>
<td>CM4</td>
<td>5</td>
<td>( 3.73825 \times 10^{-80} )</td>
<td>( 1.20501 \times 10^{-359} )</td>
<td>4.02761</td>
</tr>
<tr>
<td></td>
<td>SNAM</td>
<td>4</td>
<td>( 9.18821 \times 10^{-35} )</td>
<td>( 6.76819 \times 10^{-207} )</td>
<td>5.98999</td>
</tr>
<tr>
<td></td>
<td>CHM</td>
<td>4</td>
<td>( 8.31995 \times 10^{-52} )</td>
<td>( 8.11818 \times 10^{-310} )</td>
<td>5.72008</td>
</tr>
<tr>
<td></td>
<td>CTVM</td>
<td>4</td>
<td>( 3.82928 \times 10^{-42} )</td>
<td>( 4.59455 \times 10^{-251} )</td>
<td>5.85429</td>
</tr>
<tr>
<td></td>
<td>M6</td>
<td>4</td>
<td>( 8.13364 \times 10^{-65} )</td>
<td>( 6.14607 \times 10^{-387} )</td>
<td>5.99644</td>
</tr>
<tr>
<td>( F_3 )</td>
<td>NM</td>
<td>22</td>
<td>( 2.71070 \times 10^{-196} )</td>
<td>( 2.20459 \times 10^{-392} )</td>
<td>1.99900</td>
</tr>
<tr>
<td></td>
<td>CM4</td>
<td>6</td>
<td>( 2.26562 \times 10^{-115} )</td>
<td>( 1.03777 \times 10^{-460} )</td>
<td>4.00061</td>
</tr>
<tr>
<td></td>
<td>SNAM</td>
<td>nc</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CHM</td>
<td>5</td>
<td>( 2.79450 \times 10^{-99} )</td>
<td>( 4.68047 \times 10^{-594} )</td>
<td>5.92903</td>
</tr>
<tr>
<td></td>
<td>CTVM</td>
<td>5</td>
<td>( 5.12075 \times 10^{-193} )</td>
<td>( 1.30600 \times 10^{-1157} )</td>
<td>5.97091</td>
</tr>
<tr>
<td></td>
<td>M6</td>
<td>5</td>
<td>( 1.99449 \times 10^{-161} )</td>
<td>( 3.41913 \times 10^{-967} )</td>
<td>6.08153</td>
</tr>
</tbody>
</table>

The numerical results shown in Table 4 are in concordance with the theory developed in this paper. The order of convergence of our method (M6) is 6, which is higher than the methods NM and CM4. The iterative method SNAM is not convergent (nc) for \( F_3 \) with the corresponding initial value. The convergence behavior of our method is similar to the existing methods in this paper.

### 5. Conclusions

In this paper, we have proposed a new iterative method of order six for solving nonlinear systems. Although five linear systems are required to be solved in each iteration, the LU decomposition of the linear systems are computed only once per full iteration. Numerical results are given to show that our method has a similar convergence behavior as the existing methods in this paper. The new method is suitable for solving small- and medium-sized systems. In order to obtain an efficient iterative method for solving nonlinear systems, we should make the iterative method achieve an as high as possible convergence order consuming an as small as possible computational cost. In addition, the theoretical advantages of the new method are based on the assumption that the Jacobian matrix is dense and that LU factorization is used to solve the systems with the Jacobian. This assumption is not correct for sparse Jacobian matrices.
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