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Abstract: Recently, artificial intelligence (AI) approaches have gained the attention of researchers in
the civil engineering field for estimating the mechanical characteristics of concrete to save the effort,
time, and cost of researchers. Consequently, the current research focuses on assessing steel-fiber-
reinforced concrete (SFRC) in terms of flexural strength (FS) prediction by employing delicate AI
techniques as well as to predict the raw material interaction that is still a research gap. In this study,
the FS of SFRC is estimated by deploying supervised machine learning (ML) techniques, such as DT-
Gradient Boosting, DT-XG Boost, DT-AdaBoost, and DT-Bagging. In addition to that, the performance
model is also evaluated by using R2, root mean square error (RMSE), and mean absolute error (MAE).
Furthermore, the k-fold cross-validation method is also applied to validate the model’s performance.
It is observed that DT-Bagging with an R2 value of 0.95 is superior to DT-XG Boost, DT-Gradient
Boosting, and DT-AdaBoost. Lesser error MAE and RMSE and higher R2 values for the DT-Bagging
model show the enhanced performance of the model compared to the other ensembled approaches.
Considerable conservation of time, effort, and cost can be made by applying ML techniques to predict
concrete properties. The evaluation of the outcome depicts that the estimated results of DT-Bagging
are closer to the experimental results, indicating the accurate estimation of SFRC flexural strength. It
is further revealed from the SHapley Additive exPlanations (SHAP) study that the volumetric content
of steel fiber highly and positively influences the FS of SFRC.

Keywords: steel fiber; building material; flexural strength; fibers; concrete; mortar; hybrid

1. Introduction

Modern artificial intelligence (AI) approaches are effective for evaluating the difficult
problems of the engineering domain. By using these techniques, the output end products
can be predicted with a set of input factors. Single-model-based standalone and ensemble,
i.e., AdaBoost and bagging, methods are the two primary methods of machine learning (ML)
that are used for predicting the properties of concrete. As per the available literature, the
prediction performance of ensemble methods is better than the individual machine learning
algorithm. Chaabene et al. [1] predicted the mechanical characteristics of concrete by
employing ML approaches. Likewise, abundant literature is available on the utilization of
ML for predicting different concrete types, such as recycled aggregates [2–5], self-healing [6],
materials-integrated [7], and high-performance [8–12] concretes. In a study conducted
by Han et al. [9] for predicting high-performance concrete strength via ML approaches,
the considered input parameters were i. cement, ii. fine and coarse aggregates, iii. water,
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iv. fly ash, v. ground-granulated blast furnace slag, and vi. The ageing period. The
study concluded with the highly precise prediction of high-performance concrete strength
using the developed ML model. The toughness, ductility, resistance to cracks, mechanical
properties, and fatigue resistance of concrete can be enhanced by adding fibers [13–25].
Incorporating steel fibers in cementitious composites can enhance their post-cracking
behavior and toughness [26–29]. Different fiber types, such as steel, and artificial and
natural fibers, have been explored in various studies for their potential application as
construction materials [25,30–35]. In SFRC, additional estimation factors regarding regular
concrete are considered, such as the aspect ratio of steel fibers, their type, and the volumetric
percentage content. However, the development of appropriate estimation models for SFRC
is relatively new. Accordingly, conventional regression models (linear and nonlinear) are
employed to determine SFRC flexural strength (FS).

The properties of different concrete types can now be precisely predicted by applying
ML approaches. Significant effort, time, and cost are needed during experimental investi-
gations. Hence, to save time it is necessary to develop data-modelling-based algorithms to
identify closely linked independent parameters. The necessity is to employ AI techniques
to estimate the properties of novel concrete types. ML techniques to predict SFRC FS are
an effective alternative to save the cost, time, and effort required for the experimental
setup. Accordingly, in the current work, the FS of steel-fiber-reinforced concrete (SFRC) is
predicted by using artificial intelligence-based machine learning methods. Subsequently, in
this work, the employment of ensemble ML models, such as gradient boosting, AdaBoost,
XG Boosting, and bagging ensembled ML approaches, is done to achieve the study objec-
tives. Moreover, the application of statistical checks is also done for the testing of models in
addition to the comparison of all the applied models [36–39]. A model with the best perfor-
mance is proposed based on performance due to applied statistical checks for the prediction
of SFRC properties. Afterwards, a game theory approach [40], named SHapley Additive
exPlanations (SHAP), is also employed to obtain an enhanced description of applied ML
models by global features influences classification and interactions/dependencies. A novel
knowledge era is identified by this method in terms of SFRC ingredients’ influences on
FS. It would assist the researcher’s ability to identify adequate SFRC mix combinations
and quickly estimate its FS without even performing experimental procedures for trials.
It would also aid the upcoming research for the strategical development of SFRC with
innovative mechanical properties based on various limitations such as resource availability
in the form of cost, material, time, and FS requirements for multiple construction projects.

This study is conducted to extract the effective ML approach to estimate the FS of
SFRC precisely. The precise prediction of concrete characteristics would help one to obtain
the durable structures’ economical, effective, and efficient design, ultimately reducing the
time for selecting adequate materials and the resources, cost, and time. Furthermore, the
SHAP analysis is conducted for depicting raw ingredients’ influence on SFRC FS, which
has not been performed yet by the previous scholars and is the novelty of this work. The
suggested prediction approaches would also assist scholars in the civil engineering field in
developing new materials.

2. SHapley Additive ExPlanations (SHAP)

Moreover, in this work, the identification of global feature impacts and the relations
of all the input features with FS of steel-fiber-reinforced concrete, based on game theory
model (i.e., SHAP analysis) [41], is made for broadening the explainability of the suggested
algorithm. In the procedure of SHAP analysis, each instance prediction is explicated by
quantifying the features contribution by using SHapley values, attained by the employment
of coalition of game theory. The average of all possible combinations for every feature
value is taken to calculate the SHapley value. The SHapley values depict a direct relation
with the feature influence. The global feature influence values are quantified by averaging
all of the SHapley values of every database feature. Later, the descending order sorting,
in terms of importance, for all values is done to draw a plot. A solitary point on the plot
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represents the SHapley value for each individual feature and instance. The X-axis shows
the SHapley values and the y-axis portray feature importance. The position on the y-axis is
directly related to feature influence on steel-fiber-reinforced concrete, where a color scale is
used to indicate the feature importance. The plots of SHAP-feature dependence represents
the interaction with/impact on steel-fiber-reinforced concrete, having colored the depiction
for interactions. More elaborated information can be attained by using this method than
partial dependence typical plots [40]. The feature importance (j) for model f outcome;
φj( f ) is the assigned weight against feature contribution summation for output of model
f (xi) for overall likely feature mixtures [42]. φj( f ) is represented via Equation (1), as
presented below:

φj( f ) = ∑S⊆{x1,......,xp}/{xj}
|S|!(p− |S| − 1)!

p!

(
f
(

S t
{

xj
})
− f (S)

)
(1)

S = subset of features; xj = j feature; and p = the number of features in model.
The SHAP technique determines the feature importance by quantifying the errors for

prediction while distressing a specific feature value. The estimated error sensitivity is used
for assigning weights to feature importance while perturbing its value. The trained ML
model performance is explained by using SHAP. SHAP employs a method, i.e., input linear
factors addition model demonstration, that is interpretable and is considered by the output
of the model. For example, a model having input factors xi, where the range of i is from 1
to k, k shows the number of input factor, and h (xs) shows model explanation havng xs as
an input, where Equation (2) is applied for the depiction of an original model f (x):

f (x) = h(xs) = ∅0 + ∑p
i=1 ∅ixi

s (2)

where
p = number of input feature;
∅0= constant with no input.
The mapping function, i.e., x = mx(xs), has a relationship with input x and xs

parameters. In the literature [43], Equation (2) is presented, where the prediction value, i.e.,
(h ()), was enhanced in terms of ∅0, ∅1, and ∅3, with an observed decrement of h () in terms
of ∅4, as presented in Figure 1. Three desired characteristics are included in Equation (2), in
terms of consistency, local accuracy, and missingness. The reduction minus the attribution
is ensured by consistency, that is, allocated to a relevant feature as a feature change of
significant influence. In missingness, it is ensured to have no value for importance assigned
to the features that are missing, such as ∅i = 0 is employed in terms of xi

s = 0. As far as
local accuracy is concerned, it is ensured that the summation of features attribution will
be taken as a function for the outcome, which requires a model to tie the outcome as a
simplified input xs for f . x = mxxs denotes the local precision achievement.
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3. Dataset

The adopted dataset for estimating the FS of SFRC is depicted in Figure 2. The said
dataset includes 151 mix designs with nine input parameters and is attained from the
literature [34,45–60]. The factors cement (kg/m3), water (kg/m3), sand (kg/m3), coarse
aggregate (kg/m3), superplasticizer (%), silica fume (%), Vf (%), fiber length (mm), and
fiber diameter (mm). The variables for estimation in case of FS, which is considered as an
output parameter in the current study, are based on input parameters. These variables are
illustrated in Figure 2. Anaconda software’s Python and Spyder scripting are deployed
for the estimation [61]. The histogram for FS being utilized in this work is presented in
Figure 3.
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4. Results and Analysis
4.1. Decision Tree Adaptive Boosting

The experimental and AdaBoost algorithm estimated values comparison for FS of
SFRC is shown in Figure 4. Outcomes in the case of AdaBoost are reasonable, having less
variation for SFRC FS. The 0.90 R2 value depicts the AdaBoost model’s suitability. Figure 5
shows the experimental and AdaBoost estimated error values distribution for SFRC FS.
Figure 5 is plotted with an error difference between the experimental and predicted values
on the Z-axis, while the X-axis shows the experimental values and Y-axis presents the
predicted values. The error of experimental and estimated AdaBoost algorithm values for
FS is 3.41 MPa, and 43% of values are less than 1 MPa, 39% of values are among 1 to 2 MPa,
and 18% of values are more than 2 MPa.
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4.2. Decision Tree Bagging

Figure 6 depicts the comparison of the bagging model experimental and predicted error
values in the case of SFRC FS. The bagging R2 of 0.91 indicates highly precise outcomes than
the AdaBoost model. Figure 7 illustrates the distribution of error in the case of experimental
and bagging estimated values against SFRC FS. It may be noted that the error between
experimental and estimated bagging algorithm values is 43% below 1 MPa; 43% is in the
range from 1–2 MPa, followed by 13% values that are higher than 2 MPa. Higher R2 with a
lesser error value for the bagging algorithm exhibits higher precision than AdaBoost.
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4.3. Gradient Boosting

Figure 8 represents gradient boosting predicted and experimental values for the output
parameter of SFRC. The R2 of 0.92 indicates highly accurate gradient boosting outcomes
as compared to the bagging model. Furthermore, it is a highly accurate model among all
the other considered models. Figure 9 illustrates the experimental and bagging predicted
errors distribution. It is noted that less than 1 MPa, there are 48% values; 50% from 1 to
2 MPa; and above 2 MPa, there are 2% values. In comparison with AdaBoost, the gradient
boosting is more precise.
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4.4. Extreme Gradient Boosting

Figure 10 illustrates the experimental and estimated extreme gradient boosting values
for SFRC considered output parameter. The R2 of 0.87 for extreme gradient boosting depicts
lesser accuracy of outcomes than all other considered algorithms. The experimental and
extreme gradient boosting predicted values error distribution for FS of SFRC is presented in
Figure 11. Here, 50% of the values are below 1 MPa, 43% are 1 to 2 MPa, and the remaining
7% are above 2 MPa. Lower R2 and more error values portray unacceptable outcomes of
the extreme gradient boosting algorithm than bagging, AdaBoost, and gradient boosting.
However, the bagging model’s low error and higher R2 values are adequate and depict
accurate prediction. Therefore, as per these findings, it can be said in the case of bagging
that it may predict outcomes more accurately than all the considered models.
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4.5. Comparison of All Models

The model’s validity is evaluated during the execution by applying the k-fold cross-
validation technique. The performance of models is assessed with the help of statistical
checks [36–39]. Generally, the splitting of data in a grouping of 10 for attaining the arbitrary
scattering in k-fold cross-validation, and the ten-time repetition of this process, is done to
obtain satisfactory outcomes. Table 1 illustrates the statistical checks for all the models. The
R2 of 0.92, 0.87, 0.90, and 0.91 in the case of gradient, extreme gradient, adaptive boosting,
and bagging models, as represented in Figure 12a–d. The MAE and RMSE are calculated by
employing Equations (3) and (4), from the previous studies [36–39]. It is observed that the
gradient boosting has a lower error and higher R2 values compared to all other considered
models for SFRC flexural strength.

MAE =
1
n

n

∑
i=1
|xi − x| (3)

RMSE =

√√√√
∑

(
ypred − yre f

)2

n
(4)

where n = the total number of data, x, yre f = reference values of the data, and xi, ypred = pre-
dicted model values.

Table 1. Extreme gradient boosting, bagging, and AdaBoost model statistical checks.

Statistical Checks
Approaches

Extreme Gradient Boosting Decision Tree AdaBoost Decision Tree Bagging Gradient Boosting

R2 0.87 0.90 0.91 0.92
RMSE (MPa) 1.65 1.46 1.43 1.34
MAE (MPa) 1.26 1.21 1.18 1.07
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SFRC FS is estimated by applying ensembled ML techniques in the current study,
which is focused on providing reliable and efficient outcomes. The 0.92 R2 value for
a gradient boosting result with the lowest MAE and RMSE have offered more precise
estimations for the FS of SFRC. Out of 20 sub-models, an optimized model for SFRC FS
prediction, as presented in Figure 13a–d, the ensembled ML gradient-boosting model has
superior performance in terms of MAE (1.07) and RMSE (1.34). Therefore, it is depicted
that, among all other models, the ensembled ML gradient-boosting model has provided
the highest accuracy and lowest error.
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Figure 12. (a) AdaBoost; (b) bagging; (c) gradient boosting; and (d) extreme gradient boosting
statistical representation.

Materials 2022, 15, x FOR PEER REVIEW 12 of 19 
 

 

(c) 

 

(d) 

 

Figure 12. (a) AdaBoost; (b) bagging; (c) gradient boosting; and (d) extreme gradient boosting sta-

tistical representation. 

(a) 

 

1

2

3

4

5

6

7

8

9

10

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0

K
 f

o
ld

 R2  RMSE (MPa)  MAE (MPa)

1

2

3

4

5

6

7

8

9

10

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0

K
 f
o
ld

 R2  RMSE (MPa)  MAE (MPa)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0.0

0.2

0.4

0.6

0.8

1.0

A
d

a
B

o
o
s
t 

(R
2

)

Sub-models

0.90

Figure 13. Cont.



Materials 2022, 15, 6261 12 of 18Materials 2022, 15, x FOR PEER REVIEW 13 of 19 
 

 

(b) 

 

(c) 

 

(d) 

 

Figure 13. (a) AdaBoost; (b) bagging; (c) gradient boosting; and (d) extreme gradient boosting sub 

models’ outcomes. 

4.6. Enhanced Explainability for Machine Leaning Algorithms 

A detailed explanation of machine learning algorithms and features’ relations are 

presented in this work. At the start, by applying the SHAP tree explainer to the entire 

dataset, an enhanced illustration for influences of global features by incorporating SHAP 

explanations is also discussed. The SHAP method is applied [62]. The determination of 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0.0

0.2

0.4

0.6

0.8

1.0

B
a

g
g
in

g
 (

R
2

)

Sub-models

0.91

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0.0

0.2

0.4

0.6

0.8

1.0

G
ra

d
ie

n
t 
B

o
o
s
ti
n
g
 (

R
2
)

Sub-models

0.92

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0.0

0.2

0.4

0.6

0.8

1.0

E
x
tr

e
m

e
 G

ra
d
ie

n
t 
B

o
o
s
ti
n
g
 (

R
2
)

Sub-models

0.87

Figure 13. (a) AdaBoost; (b) bagging; (c) gradient boosting; and (d) extreme gradient boosting sub
models’ outcomes.

4.6. Enhanced Explainability for Machine Leaning Algorithms

A detailed explanation of machine learning algorithms and features’ relations are
presented in this work. At the start, by applying the SHAP tree explainer to the entire
dataset, an enhanced illustration for influences of global features by incorporating SHAP
explanations is also discussed. The SHAP method is applied [62]. The determination of
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the tree-based models’ internal structure is carried out with this method, summing up
calculations set that is inter-connected with a leaf node of the tree model, resulting in
low-order complexity [62]. The model interpretation is conducted for SFRC FS by using
SHAP. The relation of different features with SFRC flexural strength is represented by
SHAP values (Figure 14).
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Figure 14. SHAP plot.

It is observed that the volumetric content of steel fiber has a maximum SHAP value
for SFRC FS estimation as metallic fibers provide the effect of sewing, ultimately enhancing
mechanical characteristics. Therefore, enhancing the steel fibers content would develop
more SFRC FS, proving its positive influence. Figure 14 illustrates that the 2nd highest
SHAP value is for water content. However, it has a negative influence, which means that
increasing the amount of water causes decreased flexural properties of SFRC. In SFRC, the
particle packing density theory is the basis of strength; hence, the requirement is to opt for
limited water content in this case. Similarly, in the third, the coarse aggregates content also
negatively influences SFRC FS. Then, the cement positively impacts the SFRC FS, which
means that enhancement in cement content would increase the strength and vice versa.
Further, the SFRC properties are significantly influenced by silica fume. Sand, however,
shows both positive and negative influences, depending upon the content. Other features
such as steel fibers diameter and length and super-plasticizer also have some minor but
unique influences on SFRC FS.

The different features’ interaction with SFRC FS is depicted in Figure 15. The cement
feature interaction is shown in Figure 15a. The amount of cement has major direct impact
on SFRC FS. Figure 15b illustrates the negative impact of water for SFRC. Increasing the
water content leads to decreasing SFRC FS, leading to a decreasing trend. The sand feature
interaction is provided in Figure 15c. The sand content also represents a negative impact
on SFRC. However, up to 800 kg/m3, it is not very effective on the FS of SFRC. Beyond
this content of 1300 kg/m3, it causes a reduction in strength. This might be because more
cement paste would be required to coat a larger surface area of sand particles in case of
more sand content, ultimately leaving less cement to be accounted for in terms of strength
development. Then, in a row, the super-plasticizer content feature depicts both negative
and positive interactions, depending upon optimum content (Figure 15d). Up to 3% of the
content contributes towards strength enhancement; however, beyond this content, it causes
a reduction in strength. The steel fiber volumetric content feature positively influences up
to 2% content (Figure 15e), showing its direct relationship with SFRC FS. Similarly, steel
fiber length also positively influences and directly relates to SFRC FS, as is evident from
Figure 15f. The greater length of steel fibers would enhance the SFRC flexural properties by
providing a more effective bridging mechanism.
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This prediction is based on the database utilized in the current study and focuses
on strength prediction. However, the interaction between fiber length and diameter is
found based on a limited data set in this study, and more accurate findings can be obtained
by including more data points in the future. By expanding the number of data points,
importing a slightly higher number of mixes, and taking into consideration a larger number
of input factors (fiber length and diameter), a far more accurate model may be constructed
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for interaction. To improve the number of data points and outcomes in future studies, it
is suggested that experimental work, field testing, and numerical analysis employing a
range of approaches be implemented. The limitations of machine learning methods for
estimating the strength properties of concrete have already been documented in a previous
study [63].

5. Conclusions

Nowadays, the construction industry is focused on utilizing artificial intelligence
(AI) approaches to estimate the mechanical properties of concrete. The main focus of this
research is to evaluate the accuracy of AI approaches for predicting SFRC FS, in addition
to exploring the raw components effect on SFRC flexural strength, which have not been
studied yet and constitute a research gap. Nine estimation input parameters are considered,
and their interaction is analyzed. Based on the conducted study, the following conclusions
are drawn:

The gradient-boosting model’s higher R2 value of 0.92 depicts a highly precise esti-
mation of flexural strength of SFRC out of the actual data, where the extreme gradient
boosting, bagging, and AdaBoost have 0.87, 0.90, and 0.91 R2 values, respectively, in SFRC
flexural strength prediction within an acceptable range. Twenty sub-models that range
between 10–200 estimators are used to optimize the prediction of SFRC flexural strength.
The most effective and accurate forecast for SFRC flexural strength emerged for gradient
boosting rather than for the other considered algorithms.

The higher R2 and lower MAE and RMSE values for SFRC FS prediction from gradient
boosting are evident from k-fold cross validation findings. Therefore, it can be claimed as
the prediction model with the highest precision for flexural strength of SFRC.

Statistical checks such as MAE and RMSE are also applied to evaluate the models’
performance. Here again, the higher coefficient of determination and lower error values in
gradient boosting for SFRC flexural strength prediction show their superiority.

Hence, it can be concluded that gradient boosting is the best technique for predicting
SFRC flexural strength.

The volumetric content of steel fiber has the highest influence on SFRC flexural
strength, followed by the contents of cement, water, and coarse aggregates, as revealed
through SHAP observations. Contrary to this, super-plasticizer content has a minimal
impact on SFRC flexural strength.

The feature interaction plot portrays that cement content is a major and positive
influencing feature on SFRC flexural strength.

Author Contributions: K.K.: conceptualization, funding acquisition, project administration, writing,
reviewing, and editing. W.A.: conceptualization, data curation, software, methodology, investigation,
validation, supervision, and writing—original draft. M.A.: methodology, investigation, supervision,
writing, reviewing, and editing. A.A.: visualization, methodology, software, writing, reviewing,
and editing. M.N.A.: resources, validation, writing, reviewing, and editing. A.N.: data curation,
software, writing, reviewing, and editing. All authors have read and agreed to the published version
of the manuscript.

Funding: This work was supported by the Deanship of Scientific Research, Vice Presidency for
Graduate Studies and Scientific Research, King Faisal University, Saudi Arabia (Grant No. 1,321),
through its KFU Research Summer Initiative.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: All data is available in the paper.

Acknowledgments: The authors acknowledge the Deanship of Scientific Research, Vice Presidency
for Graduate Studies and Scientific Research, King Faisal University, Saudi Arabia (Grant No. 1,321),
through its KFU Research Summer Initiative.

Conflicts of Interest: The authors declare no conflict of interest.



Materials 2022, 15, 6261 16 of 18

References
1. Chaabene, W.B.; Flah, M.; Nehdi, M.L. Machine learning prediction of mechanical properties of concrete: Critical review. Constr.

Build. Mater. 2020, 260, 119889. [CrossRef]
2. Deng, F.; He, Y.; Zhou, S.; Yu, Y.; Cheng, H.; Wu, X. Compressive strength prediction of recycled concrete based on deep learning.

Constr. Build. Mater. 2018, 175, 562–569. [CrossRef]
3. Zhang, J.; Huang, Y.; Aslani, F.; Ma, G.; Nener, B. A hybrid intelligent system for designing optimal proportions of recycled

aggregate concrete. J. Clean. Prod. 2020, 273, 122922. [CrossRef]
4. Han, T.; Siddique, A.; Khayat, K.; Huang, J.; Kumar, A. An ensemble machine learning approach for prediction and optimization

of modulus of elasticity of recycled aggregate concrete. Constr. Build. Mater. 2020, 244, 118271. [CrossRef]
5. Behnood, A.; Golafshani, E.M. Machine learning study of the mechanical properties of concretes containing waste foundry sand.

Constr. Build. Mater. 2020, 243, 118152. [CrossRef]
6. Ramadan Suleiman, A.; Nehdi, M.L. Modeling self-healing of concrete using hybrid genetic algorithm–artificial neural network.

Materials 2017, 10, 135. [CrossRef] [PubMed]
7. Marani, A.; Nehdi, M.L. Machine learning prediction of compressive strength for phase change materials integrated cementitious

composites. Constr. Build. Mater. 2020, 265, 120286. [CrossRef]
8. Castelli, M.; Vanneschi, L.; Silva, S. Prediction of high performance concrete strength using genetic programming with geometric

semantic genetic operators. Expert Syst. Appl. 2013, 40, 6856–6862. [CrossRef]
9. Han, Q.; Gui, C.; Xu, J.; Lacidogna, G. A generalized method to predict the compressive strength of high-performance concrete by

improved random forest algorithm. Constr. Build. Mater. 2019, 226, 734–742. [CrossRef]
10. Al-Shamiri, A.K.; Yuan, T.-F.; Kim, J.H. Non-tuned machine learning approach for predicting the compressive strength of

high-performance concrete. Materials 2020, 13, 1023. [CrossRef] [PubMed]
11. Dingqiang, F.; Rui, Y.; Zhonghe, S.; Chunfeng, W.; Jinnan, W.; Qiqi, S. A novel approach for developing a green Ultra-High

Performance Concrete (UHPC) with advanced particles packing meso-structure. Constr. Build. Mater. 2020, 265, 120339. [CrossRef]
12. Fan, D.; Yu, R.; Shui, Z.; Wu, C.; Song, Q.; Liu, Z.; Sun, Y.; Gao, X.; He, Y. A new design approach of steel fibre reinforced ultra-high

performance concrete composites: Experiments and modeling. Cem. Concr. Compos. 2020, 110, 103597. [CrossRef]
13. Cao, M.; Mao, Y.; Khan, M.; Si, W.; Shen, S. Different testing methods for assessing the synthetic fiber distribution in cement-based

composites. Constr. Build. Mater. 2018, 184, 128–142. [CrossRef]
14. Khan, M.; Cao, M.; Hussain, A.; Chu, S. Effect of silica-fume content on performance of CaCO3 whisker and basalt fiber at matrix

interface in cement-based composites. Constr. Build. Mater. 2021, 300, 124046. [CrossRef]
15. Arshad, S.; Sharif, M.B.; Irfan-ul-Hassan, M.; Khan, M.; Zhang, J.-L. Efficiency of supplementary cementitious materials and

natural fiber on mechanical performance of concrete. Arab. J. Sci. Eng. 2020, 45, 8577–8589. [CrossRef]
16. Xie, C.; Cao, M.; Guan, J.; Liu, Z.; Khan, M. Improvement of boundary effect model in multi-scale hybrid fibers reinforced

cementitious composite and prediction of its structural failure behavior. Compos. Part B Eng. 2021, 224, 109219. [CrossRef]
17. Cao, M.; Khan, M. Effectiveness of multiscale hybrid fiber reinforced cementitious composites under single degree of freedom

hydraulic shaking table. Struct. Concr. 2021, 22, 535–549. [CrossRef]
18. Khan, U.A.; Jahanzaib, H.M.; Khan, M.; Ali, M. In Improving the tensile energy absorption of high strength natural fiber reinforced

concrete with fly-ash for bridge girders. In Key Engineering Materials; Trans Tech Publications Ltd.: Bäch, Switzerland, 2018;
pp. 335–342.

19. Khan, M.; Cao, M.; Ai, H.; Hussain, A. Basalt Fibers in Modified Whisker Reinforced Cementitious Composites. Period. Polytech.
Civ. Eng. 2022, 66, 344–354. [CrossRef]

20. Zhang, N.; Yan, C.; Li, L.; Khan, M. Assessment of fiber factor for the fracture toughness of polyethylene fiber reinforced
geopolymer. Constr. Build. Mater. 2022, 319, 126130. [CrossRef]

21. Khan, M.; Ali, M. Improvement in concrete behavior with fly ash, silica-fume and coconut fibres. Constr. Build. Mater. 2019, 203,
174–187. [CrossRef]

22. Farooqi, M.U.; Ali, M. Contribution of plant fibers in improving the behavior and capacity of reinforced concrete for structural
applications. Constr. Build. Mater. 2018, 182, 94–107. [CrossRef]

23. Farooqi, M.U.; Ali, M. In Effect of Fibre Content on Compressive Strength of Wheat Straw Reinforced Concrete for Pavement
Applications. In IOP Conference Series: Materials Science and Engineering; IOP Publishing: Bristol, UK, 2018; p. 012014.

24. Farooqi, M.U.; Ali, M. In Effect of Fibre Content on Splitting-Tensile Strength of Wheat Straw Reinforced Concrete for Pavement
Applications. In Key Engineering Materials; Trans Tech Publications Ltd.: Bäch, Switzerland, 2018; pp. 349–354.

25. Farooqi, M.U.; Ali, M. Effect of pre-treatment and content of wheat straw on energy absorption capability of concrete. Constr.
Build. Mater. 2019, 224, 572–583. [CrossRef]

26. Khan, M.; Cao, M.; Chu, S.; Ali, M. Properties of hybrid steel-basalt fiber reinforced concrete exposed to different surrounding
conditions. Constr. Build. Mater. 2022, 322, 126340. [CrossRef]

27. Li, L.; Khan, M.; Bai, C.; Shi, K. Uniaxial tensile behavior, flexural properties, empirical calculation and microstructure of
multi-scale fiber reinforced cement-based material at elevated temperature. Materials 2021, 14, 1827. [CrossRef] [PubMed]

28. Khan, M.; Cao, M.; Xie, C.; Ali, M. Hybrid fiber concrete with different basalt fiber length and content. Struct. Concr. 2022, 23,
346–364. [CrossRef]

http://doi.org/10.1016/j.conbuildmat.2020.119889
http://doi.org/10.1016/j.conbuildmat.2018.04.169
http://doi.org/10.1016/j.jclepro.2020.122922
http://doi.org/10.1016/j.conbuildmat.2020.118271
http://doi.org/10.1016/j.conbuildmat.2020.118152
http://doi.org/10.3390/ma10020135
http://www.ncbi.nlm.nih.gov/pubmed/28772495
http://doi.org/10.1016/j.conbuildmat.2020.120286
http://doi.org/10.1016/j.eswa.2013.06.037
http://doi.org/10.1016/j.conbuildmat.2019.07.315
http://doi.org/10.3390/ma13051023
http://www.ncbi.nlm.nih.gov/pubmed/32106394
http://doi.org/10.1016/j.conbuildmat.2020.120339
http://doi.org/10.1016/j.cemconcomp.2020.103597
http://doi.org/10.1016/j.conbuildmat.2018.06.207
http://doi.org/10.1016/j.conbuildmat.2021.124046
http://doi.org/10.1007/s13369-020-04769-z
http://doi.org/10.1016/j.compositesb.2021.109219
http://doi.org/10.1002/suco.201900228
http://doi.org/10.3311/PPci.18965
http://doi.org/10.1016/j.conbuildmat.2021.126130
http://doi.org/10.1016/j.conbuildmat.2019.01.103
http://doi.org/10.1016/j.conbuildmat.2018.06.041
http://doi.org/10.1016/j.conbuildmat.2019.07.086
http://doi.org/10.1016/j.conbuildmat.2022.126340
http://doi.org/10.3390/ma14081827
http://www.ncbi.nlm.nih.gov/pubmed/33917108
http://doi.org/10.1002/suco.202000472


Materials 2022, 15, 6261 17 of 18

29. Khan, M.; Cao, M.; Xie, C.; Ali, M. Effectiveness of hybrid steel-basalt fiber reinforced concrete under compression. Case Stud.
Constr. Mater. 2022, 16, e00941. [CrossRef]

30. Achilleos, C.; Hadjimitsis, D.; Neocleous, K.; Pilakoutas, K.; Neophytou, P.O.; Kallis, S. Proportioning of steel fibre reinforced
concrete mixes for pavement construction and their impact on environment and cost. Sustainability 2011, 3, 965–983. [CrossRef]

31. Ahmed, T.; Farooqi, M.; Ali, M. In Compressive Behavior of Rice Straw-Reinforced Concrete for Rigid Pavements. In IOP
Conference Series: Materials Science and Engineering; IOP Publishing: Bristol, UK, 2020; p. 012004.

32. Ali, B.; Qureshi, L.A.; Kurda, R. Environmental and economic benefits of steel, glass, and polypropylene fiber reinforced cement
composite application in jointed plain concrete pavement. Compos. Commun. 2020, 22, 100437. [CrossRef]

33. Alsaif, A.; Garcia, R.; Figueiredo, F.P.; Neocleous, K.; Christofe, A.; Guadagnini, M.; Pilakoutas, K. Fatigue performance of flexible
steel fibre reinforced rubberised concrete pavements. Eng. Struct. 2019, 193, 170–183. [CrossRef]

34. Aldossari, K.; Elsaigh, W.; Shannag, M. Effect of steel fibers on flexural behavior of normal and high strength concrete. Int. J. Civ.
Environ. Eng. 2014, 8, 22–26.

35. Gupta, S.; Rao, V.K.; Sengupta, J. Evaluation of polyester fiber reinforced concrete for use in cement concrete pavement works.
Road Mater. Pavement Des. 2008, 9, 441–461. [CrossRef]

36. Farooq, F.; Ahmed, W.; Akbar, A.; Aslam, F.; Alyousef, R. Predictive modeling for sustainable high-performance concrete from
industrial wastes: A comparison and optimization of models using ensemble learners. J. Clean. Prod. 2021, 292, 126032. [CrossRef]

37. Aslam, F.; Farooq, F.; Amin, M.N.; Khan, K.; Waheed, A.; Akbar, A.; Javed, M.F.; Alyousef, R.; Alabdulijabbar, H. Applications of
gene expression programming for estimating compressive strength of high-strength concrete. Adv. Civ. Eng. 2020, 2020, 8850535.
[CrossRef]

38. Ahmad, W.; Ahmad, A.; Ostrowski, K.A.; Aslam, F.; Joyklad, P.; Zajdel, P. Application of advanced machine learning approaches
to predict the compressive strength of concrete containing supplementary cementitious materials. Materials 2021, 14, 5762.
[CrossRef] [PubMed]

39. Ahmad, A.; Ahmad, W.; Aslam, F.; Joyklad, P. Compressive strength prediction of fly ash-based geopolymer concrete via
advanced machine learning techniques. Case Stud. Constr. Mater. 2021, 16, e00840. [CrossRef]

40. Lundberg, S.M.; Erion, G.; Chen, H.; DeGrave, A.; Prutkin, J.M.; Nair, B.; Katz, R.; Himmelfarb, J.; Bansal, N.; Lee, S.-I. From local
explanations to global understanding with explainable AI for trees. Nat. Mach. Intell. 2020, 2, 56–67. [CrossRef]

41. Lundberg, S. A Game Theoretic Approach to Explain the Output of Any Machine Learning Model; Github: San Francisco, CA, USA, 2021.
42. Molnar, C. Interpretable Machine Learning; Leanpub: Victoria, BC, Canada, 2020.
43. Lundberg, S.M.; Lee, S.-I. A unified approach to interpreting model predictions. In Proceedings of the Advances in Neural

Information Processing Systems 30: Annual Conference on Neural Information Processing Systems 2017, Long Beach, CA, USA,
4–9 December 2017; Volume 30.
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