Numerical Modeling and Investigation of Fluid-Driven Fracture Propagation in Reservoirs Based on a Modified Fluid-Mechanically Coupled Model in Two-Dimensional Particle Flow Code
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Abstract: Hydraulic fracturing is a useful tool for enhancing rock mass permeability for shale gas development, enhanced geothermal systems, and geological carbon sequestration by the high-pressure injection of a fracturing fluid into tight reservoir rocks. Although significant advances have been made in hydraulic fracturing theory, experiments, and numerical modeling, when it comes to the complexity of geological conditions knowledge is still limited. Mechanisms of fluid injection-induced fracture initiation and propagation should be better understood to take full advantage of hydraulic fracturing. This paper presents the development and application of discrete particle modeling based on two-dimensional particle flow code (PFC2D). Firstly, it is shown that the modeled value of the breakdown pressure for the hydraulic fracturing process is approximately equal to analytically calculated values under varied in situ stress conditions. Furthermore, a series of simulations for hydraulic fracturing in competent rock was performed to examine the influence of the in situ stress ratio, fluid injection rate, and fluid viscosity on the borehole pressure history, the geometry of hydraulic fractures, and the pore-pressure field, respectively. It was found that the hydraulic fractures in an isotropic medium always propagate parallel to the orientation of the maximum principal stress. When a high fluid injection rate is used, higher breakdown pressure is needed for fracture propagation and complex geometries of fractures can develop. When a low viscosity fluid is used, fluid can more easily penetrate from the borehole into the surrounding rock, which causes a reduction of the effective stress and leads to a lower breakdown pressure. Moreover, the geometry of the fractures is not particularly sensitive to the fluid viscosity in the approximate isotropic model.
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1. Introduction

Hydraulic fracturing can be broadly defined as the process by which a fracture is initiated, which subsequently propagates due to hydraulic loading (or hydraulic pressure) applied by a fluid inside the fracture. Examples and applications of hydraulic fracturing can be easily found in geomechanics. Magma-driven dykes can be considered as a natural example, usually in the scale of tens of kilometers [1,2]. Today, fracturing of oil and gas reservoirs, using a mixture of viscous hydraulic fluids and sorted sand, is the most commonly used reservoir stimulation technique [3–5]. Other applications of hydraulic fracturing include the disposal of radioactive waste drill cuttings.
underground [6], heat production from hot dry rock geothermal reservoirs [7,8], as well as the measurement of in situ stresses [9–11].

As the geomaterial is opaque, it is impossible to directly observe the subsurface hydraulic-fracture geometries. Thus, properly scaled experimental research and computer numerical simulations based on realistic assumptions are essential to help understand fracture initiation, propagation, intersection, and fracture geometries in geomaterials. The physics of hydraulic fracture complexity are also investigated in laboratory experiments, with the advantage that boundary-conditions are controllable and fracture geometries can be made visible. The drawback of laboratory experiments is the issue of proper scaling to ensure the applicability of results to field operations.

Numerical simulations are another method for analyzing the propagation behavior of hydraulic fractures in naturally fractured reservoirs. In the past few years, great numbers of hydraulic fracturing models have been developed for simulating induced complex fracture networks in subsurface reservoirs [12–23]. However, modeling high pressure fluid-driven fracture propagation is still a challenging problem due to the complexity of the stress field around the crack tip conditioned by the geomechanical properties, changing boundary conditions, and complex coupling mechanisms between fluid and solid material. The complexity of the problem often forces researches to consider the rock mass as a homogeneous, isotropic, linear elastic continuum and the fracture geometry as planar, such as in the Khristianovic-Geertsma-de Klerk (KGD) model [14,15] and the Perkins-Kern-Nordgren (PKN) model [12,13]. These assumptions were adapted in some subsequent models [16–23]. Such models are highly simplified and idealized under the assumption of linear elastic fracture mechanism (LEFM), which uses a stress intensity factor at the planar fracture tip as fracture propagation criterion.

Even in the basic form, it is also complicated to mimic hydraulic fracturing process because the model have to take into account the coupling of at least three processes: (1) mechanical deformation induced by the fluid pressure; (2) the flow of fluid within the fracture; and (3) fracture propagation. In recent years, researchers have begun to investigate hydraulic fracture propagation in fractured reservoirs using discontinuum methods, such as the discrete element method (DEM), which originated in the 1970s with two landmark publications on the progressive movement of rock masses as 2-D rigid block assemblages [24,25]. The theoretical foundation of DEM is to formulate and solve the equations of motion of particles or blocks using implicit (based on finite element method discretization) or explicit (using finite volume method discretization) formulations. Usually, the calculated objects is regarded as an assemblage of rigid particles or deformation bodies, which are connected by proper constitute models at their contacts. During the entire motion and deformation process the contacts are continuously updated. Comparing with the continuous methods, the basic character of DEM is that the contact patterns in model are continuously changing with the deformation process. Thus, DEM is a more natural way for modeling fracture initiation, propagation and intersection under complex stress conditions.

Itasca’s universal distinct element code (UDEC) and three-dimensional distinct element code (3DEC) are two representative explicit DEM methods for modeling and assessing complex fracture growth driven by fluids. Choi [26] used UDEC to compare several methods for determining the shut-in pressure during hydraulic fracturing, because owing to the relationship between the behavior of hydraulic fractures and the remote in situ stress, the shut-in pressure is not considered certain. Zangeneh et al. [27] further demonstrated the potential of UDEC for simulating hydraulic fracturing, compared different injection schedules from adjacent wellbores, and their results showed that stress and pore pressure perturbations caused by multiple hydraulic fractures are needed to be considered in the process of wellbore spacing and injection optimization. Zangeneh et al. [28] applied this approach to model fault slip and they were able to use UDEC to estimate the energy release associated with induced seismicity. Zangeneh et al. [29] studied the influence of the orientation of the fracture network relative to that of the ground in situ stress regime with respect to the extent and symmetry of hydraulic fracture propagation. Hamidi and Mortazavi [30,31] used 3DEC for small models to study the hydraulic fracture propagation considering the effects of different fracture fluid rates and fluid properties, tectonic stress regime, and rock mass properties.
A bonded particle model based on particle flow code (PFC) [32] was also used to model hydraulic fracturing [33,34], and the results showed that the model can truly reproduce the physics of injection into low-permeability formations. Through comparisons with results of the geometry of hydraulic fractures from laboratory experiments and field observations of microseismic locations, magnitudes and source mechanisms, Zhao and Young [35] validated the PFC2D discrete element approach for modeling hydraulic fracturing. Shimizu et al. [36] performed a series of hydraulic fracturing simulations in competent rock by using flow-mechanically coupled PFC2D code, and investigated the influence of the fluid viscosity and particle size distribution. Their results show that tensile cracks are dominantly generated in hydraulic fracturing processes, while the energy from shear type acoustic emission is larger than tensile type’s. After fracture creation the velocity of fluid infiltrating into the fracture highly depends on the viscosity of the fluid. Eshiet et al. [37] employed PFC2D to model the pressure development and the subsequent fracturing and/or cavity propagation of bulk rock and sand respectively, considering fluid flow based on the Navier–Stokes equation of an incompressible fluid with contact density. Yoon et al. [38–41] investigated the fluid injection-induced seismicity in a reservoir using discrete element modeling. UDEC can be used to model progressive failure associated with crack propagation and fault slip by simulating breakage of pre-existing contacts between pre-defined joint bonded deformable but intact blocks. It is also capable of modeling fluid flow through a defined fracture network. Both, UDEC and PFC, can handle coupled hydro-mechanical processes, in which fracture conductivity is dependent on mechanical deformation of joint aperture and, conversely, joint water pressure can affect the mechanical computations of joint aperture. In both models the blocks are treated as impermeable and fracture flow is calculated using a cubic law for joint apertures. Unlike in UDEC, however, where fluid flow is restricted to the fracture flow model, PFC allows not only fluid flow through fractures, but also fluid leak-off into the rock matrix. Furthermore, in the UDEC model, fluid flow into the joint occurs only when a joint is broken, whereas in PFC model fluid flow naturally occurs when a fluid pressure difference exists between neighboring pores. Another difference between the two models is that the blocks in UDEC model are deformable and can generate different normal stress and normal closure or shear dilation of fractures. Particles are rigid in the PFC model and they can therefore generate different behaviors as in the UDEC model.

It has been validated that the PFC model can simulate fluid flow in rocks, but when it comes to hydraulic fracturing simulations, the fluid-mechanical couple mechanism in PFC still needs to be modified. Our study focuses on investigating hydraulic fracture initiation and propagation by the PFC with modified fluid-mechanical couple mechanism. Firstly, the fluid-mechanical algorithm of the modeling method is introduced and modified. After that, a comparison between the analytical solution of the breakdown pressure and numerically-modeled values is carried out to validate the applicability of the simulation method. Finally, the influence of fluid viscosity, in-situ stress ratio and fluid injection rate on hydraulic fracturing are analyzed using our numerical model, respectively.

2. Modeling Methodology

2.1. Particle Flow Code

PFC models the progressive movement and interaction of solid materials represented as bonded circular particles using the DEM, as described by Cundall and Strack [25]. In this study, a two-dimensional distinct element method was employed, and we have modified the code written by Hazzard [33] in order to study fluid-driven fracturing. Since thorough details of the fundamental DEM algorithm can be found in the manuals [32], only a summary of the bonded particle model in PFC2D code will be given here.

Although the PFC2D code is a numerical technique that is based on a discontinuum model, it can also be applied to simulate the deformation characteristics of the continuum by introducing bonds between circular particles (Figure 1). The intact rock is simulated as an assemblage of small circular
particles. These particles are bonded to their neighbors at the contact points with normal and shear springs and interact with each other. The parallel bond model is commonly used in recent research. In this model, the increments of normal force \( \Delta F^p_i \) and the tangential force \( \Delta F^s_i \) and the moment \( \Delta M \) can be calculated from the relative motion of bonded particles, and are given by:

\[
\begin{align*}
\Delta F^p_i &= (-k^n A \Delta U^p_i) n_i \\
\Delta F^s_i &= -k^s A \Delta U^s_i \\
\Delta M &= -k^p I \Delta \theta \quad \text{with} \quad \Delta \theta = \left( \omega^B - \omega^A \right) \Delta t
\end{align*}
\]

where \( k^n \) and \( k^s \) are the normal and shear stiffness, respectively; \( \Delta U^p_i \) and \( \Delta U^s_i \) are the increments of normal displacement and shear displacement in a timestep, respectively; \( \omega^A \) and \( \omega^B \) are the rotation velocities of two bonded particles respectively; \( n_i \) is the normal vector of each contact \( (i = 1 \text{ or } 2) \); \( \Delta \theta \) is the timestep; \( A \) is the cross-sectional area of the bond, and \( I \) is the moment of inertia of the bond. The new force and moment associated with parallel bond are calculated by summing the old value existing at the start of the timestep with the increments, and they are given by:

\[
\begin{align*}
F^p_i(t + \Delta t) &= F^p_i(t) n_i + \Delta F^p_i \quad \text{with} \quad F^p = F^p_i n_i \\
F^s_i(t + \Delta t) &= F^s_i(t) + \Delta F^s_i \\
M(t + \Delta t) &= M(t) + \Delta M
\end{align*}
\]

The normal stress \( \sigma \) and shear stress \( \tau \) acting on the cross-section of the bond are calculated by the following equations. The stress is positive when the contact is in compression:

\[
\begin{align*}
\sigma &= -\frac{F^n}{A} + \beta \frac{|M|}{I} R \\
\tau &= \frac{|F^s|}{A}
\end{align*}
\]

When \( \sigma \) exceeds the normal strength of bond \( \sigma_s \) or \( \tau \) exceeds the shear strength of bond \( \tau_s \), the bonds between the particles can break. The criterions of bond break are summarized as \( |\sigma| \geq \sigma_s \) and \( |\tau| \geq \tau_s \), respectively. They imply that the normal bond breaks only by tension, while compression does not cause the bonds to break. If a bond breaks, a micro-crack is generated at the contact point between the particles. The micro-crack length is assumed to be the same as the bond radius \( R \), and the direction of it is perpendicular to the line joining the two centers. The crack is generated automatically under a certain failure criterion with no need for re-meshing.

Figure 1. Illustration of the parallel bond model (modified from Cho [42]).
2.2. Fluid-Mechanical Coupling in Two-Dimensional Particle Flow Code

The viscous fluid flow in the bonded particle model is simulated according to the algorithm by Cundall [43], who proposed the original concept of a fluid flow algorithm based on a model that is similar to the network flow model by Thallak et al. [44]. Cundall’s fluid flow algorithm is based on two assumptions; that each particle of the bonded assemblies is a flow channel (pipe), and that these channels connect small reservoirs that store fluid pressure. As shown in Figure 2, the fluid network topology is generated by lines connecting the centers of all particles in contact. The contacts create a series of enclosed domains (Figure 2a, blue polygons), whose centers are stored as a series of reservoirs. The reservoirs are connected by pipes (Figure 2a, red lines), which are perpendicular to corresponding particle contacts. The length of each pipe is calculated as summation of the two particle radii at the contact. Therefore, each reservoir is completely surrounded by contacts and has a certain volume (void space in an enclosed domain) associated with it.

![Figure 2](image.png)

**Figure 2.** Particle flow code model used in the fluid-mechanical simulation: (a) fluid network (yellow circles are solid particles; domains (blue polygons), the centers of domains (blue circles), and flow channels (red lines) making up the fluid network); and (b) mechanical coupling. Red arrows are resultant forces applied to the particles surrounding the domain due to the fluid pressure $P_f$.

Flow of viscous fluid in the channel (Figure 2a, red lines) is driven by the differential pressure between the two domains (Figure 2a, blue polygons), and it is modeled using the Poiseuille Equation, assuming that the flow is laminar between two smooth parallel plates. Therefore, the volumetric laminar-flow rate $q$ is given by the following equation:

$$ q = \frac{\epsilon^3 \Delta P}{12\mu L} \tag{9} $$

where $\epsilon$ is hydraulic aperture, $\Delta P$ is the fluid pressure difference between the two neighboring reservoir domains, $L$ is the length of the flow channel, $\mu$ is the fluid dynamic viscosity. The out-of-plane thickness is assumed to be of unit length.

During the fluid flow calculation, the increment of fluid pressure ($\Delta P$) in a reservoir is computed from the bulk modulus of fluid ($K_i$), the volume of the domain ($V_d$), the sum of the flow volume for one time step ($\Delta t$), and the volume change of the domain due to mechanical loading, which is neglected in some studies [33,34], but not in this study. So the equation used is given by:

$$ \Delta P = \frac{K_i}{V_d} \left( \sum q\Delta t - \Delta V_d \right) \tag{10} $$

Reservoir deformations are caused by the fluid pressure exerted on the surrounding particles (Figure 2b). This force ($f$) is a product of fluid pressure ($P_f$), the length ($l$) exposed to fluid in a domain, and unit thickness (1 m) in out-of-plane direction. The resultant force is then applied to the particles in outward direction normal to the boundary (Figure 2b, red polygon), which is exposed to fluid.
Figure 3 shows the modeling procedures for a fluid-mechanically coupled system in PFC²D. In this figure, the simulation of mechanical deformation is shown on the left side, while the simulation of fluid migration is shown on the right side. The deformation of the reservoir causes the increase or decrease of the volume of a domain, also the hydraulic aperture of each flow channel needs to be modified according to the contact force. After the fluid calculation step, fluid pressure in the domain is exerted on the surrounding particles according to Figure 2b.

In the present model, the hydraulic aperture of the flow channel between two particles changes as a function of normal forces. For the particles that are just touching (with 0 effective normal stress) a residual aperture, \( e_0 \) is assumed. This ensures that fluid can still migrate in a model even without cracks. As the normal force at a contact increases, the aperture related to force can be given as:

\[
e = e_{inf} + (e_0 - e_{inf}) \exp(-0.15 \sigma_n)
\]  

(11)

where \( \sigma_n \) is the effective normal stress at the contact (in MPa). When \( \sigma_n \) tends to infinity, the aperture decreases asymptotically to \( e_{inf} \). Since flow rate \( q \) in Equation (9) is the microscopic flow rate in one flow channel and the fluid flow in a rock model is expressed by an assembly of many flow channels, the permeability of the entire rock model cannot be calculated directly from Equation (9). Therefore, the value of \( e_0 \) and \( e_{inf} \) are determined according to Equation (12), after Al-Busaidi [34], based on the permeability \( k \) of real rock, or by simulating the permeability test corresponding to the characteristics of an actual specimen:

\[
k = \frac{1}{12V} \sum_{pipes} L e^3
\]  

(12)

where \( V \) is the volume of the reservoir rock, and \( L \) is the length of the channel or pipe.

The specimens used in laboratory experiments or field tests are not always saturated. The fluid flow algorithm presented in [33,34] employs the assumption that the entire model is always entirely filled with the fluid. As we know, conditions of variable saturation (dry, saturated, or partially saturated) might have an influence on hydraulic fracturing, due to different fluid pressure, different distribution of microcracks, and different throughout pressure. Therefore, for taking into account the saturation conditions, a saturation factor is introduced in the fluid flow algorithm in this study. The saturation factor in each domain is defined as:

\[
S_t = \frac{V_t}{V_r} \times \varphi
\]  

(13)

where \( V_t \) is the volume of domain as shown in Figure 2. \( V_f \) is the volume of fluid present in the domain, and \( \varphi \) is the porosity of the model. Since the PFC²D model is an assembly of circular particles, it is difficult to directly considering the porosity of an actual rock accurately. Therefore, the pore volume...
of the domain is determined by the product of the entire volume of the domain, \( V_r \), and assumed porosity, \( \varphi \).

For \( S_i = 1.0 \) the domain is saturated, while as \( S_i < 1.0 \) the domain is partially saturated. When the partially saturated condition is considered, fluid pressure is assumed to be 0 MPa in this study in the partially saturated domain, and increases only after the domain is saturated. In this study the initial saturation factor \( S_i \) is set to 1.0.

When the stresses caused by mechanical force and fluid pressure in each bond exceed the tensile strength or shear strength, a microcrack develops at the contact of neighboring particles. At that time, the hydraulic aperture of the flow pipe related to the bond becomes infinity, which may cause instability in the following calculation. How to simulate the fluid flow in these two domains connected by failed bond plays an important role in hydraulic fracturing in PFC. Hazzard et al. [33], Al-Busaidi et al. [34] and Zhao and Young [35] think that when the bond between two domains fails, the fluid flow is instantaneous, and that the fluid pressure in these domains is assumed to be their average value \( P'_f \) before the bond failure. The calculation of the new fluid pressure is given as:

\[
P'_f = \frac{P_{f1} + P_{f2}}{2}
\]

where \( P_{f1} \) and \( P_{f2} \) are fluid pressure related to Domain 1 and Domain 2, respectively, before the bond failure. However, Equation (13) is not suitable for the condition with a well in the rock model because the volumes of some fluid domains are not approximately equal to each other. Thus, in this study, when the microcrack develops, the fluid pressure of two domains jointed by the failure bond is calculated by Equation (15):

\[
P'_f = \frac{(V_{f1} + V_{f2})}{(V_{f1} + V_{f2})} - 1 \quad K_f
\]

where \( V_{f1} \) and \( V_{f2} \) are the volume of fluid existing in Domain 1 and Domain 2 in Figure 4, respectively, under 0 MPa fluid pressure, \( V_{f1} \) and \( V_{f2} \) are the volume of Domain 1 and Domain 2, respectively.

Figure 4. Bond breakage and fluid pressure balancing according to Equation (15) in two related domains.

3. Modeling Validation and Some Scenarios

3.1. Model Description and Parameters

Figure 5a illustrates the rock model and loading conditions for hydraulic fracturing. The model is assembled by particles bonded with each other. The size of the rock specimen is 1000 mm in width and 1000 mm in height. The number of circular particles in the model is about 11,700 with particle radii ranging from 4 mm to 6 mm following a normal distribution. A borehole for viscous fluid injection with a diameter of 60 mm is created at the center of the model. The model is surrounded by four walls, which can move to apply the constant confining pressure to the rock model, \( S_{H1} \) in the \( x \)-direction, and \( S_{H2} \) in the \( y \)-direction. Figure 5b shows the fluid flow exit domains as a red square. The border of the rock model between the red and black squares is not covered by fluid flow domains and it can be regarded as an impermeable rubber housing. In order to create a smoothed surface within the borehole, the particles surrounding the borehole are substituted by smaller particles with half the mean radius.
The macroscopic and microscopic mechanical parameters used in this study are shown in Table 1.

![Image of rock specimen model and loading conditions](image)

**Figure 5.** Rock specimen model and loading conditions: (a) rock specimen model and loading condition; (b) fluid flow domain and impermeable boundary; and (c) particle packing method near borehole.

<table>
<thead>
<tr>
<th>Rock Properties</th>
<th>Notations</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCS of rock model (MPa)</td>
<td>$c_c$</td>
<td>46.1</td>
</tr>
<tr>
<td>Tensile strength (MPa)</td>
<td>$c_t$</td>
<td>4.4</td>
</tr>
<tr>
<td>Young’s modulus (GPa)</td>
<td>$E$</td>
<td>44.2</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$\nu$</td>
<td>0.20</td>
</tr>
<tr>
<td>Porosity (%)</td>
<td>$\varphi$</td>
<td>10</td>
</tr>
<tr>
<td>Permeability ($m^2$)</td>
<td>$\kappa$</td>
<td>$1 \times 10^{-17}$</td>
</tr>
<tr>
<td>Input micro-parameters</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lower bound of particle radius (mm)</td>
<td>$R_{\text{min}}$</td>
<td>4.0</td>
</tr>
<tr>
<td>Ratio of upper bound of particle radius to lower bound of particle radius</td>
<td>$R_{\text{min}} / R_{\text{max}}$</td>
<td>1.5</td>
</tr>
<tr>
<td>Particle density ($kg/m^3$)</td>
<td>$\rho$</td>
<td>3095</td>
</tr>
<tr>
<td>Young’s modulus of the particle (GPa)</td>
<td>$E_c$</td>
<td>32.0</td>
</tr>
<tr>
<td>Ratio of normal to shear stiffness of the particle</td>
<td>$k_n / k_d$</td>
<td>1.6</td>
</tr>
<tr>
<td>Friction coefficient of particle</td>
<td>$\mu$</td>
<td>0.30</td>
</tr>
<tr>
<td>Young’s modulus of the parallel bond (GPa)</td>
<td>$E_{\parallel}$</td>
<td>32.0</td>
</tr>
<tr>
<td>Ratio of normal to shear stiffness of the parallel bond</td>
<td>$k_n / k_d$</td>
<td>1.6</td>
</tr>
<tr>
<td>Tensile strength of the parallel bond (MPa)</td>
<td>$\sigma_t$</td>
<td>12.0</td>
</tr>
<tr>
<td>Cohesion of the parallel bond (MPa)</td>
<td>$\tau$</td>
<td>30.0</td>
</tr>
<tr>
<td>Friction angle of the parallel bond (°)</td>
<td>$\varphi$</td>
<td>45.0</td>
</tr>
<tr>
<td>Radius multiplier</td>
<td>$\lambda$</td>
<td>1.0</td>
</tr>
<tr>
<td>Moment contribution factor</td>
<td>$\beta$</td>
<td>0.2</td>
</tr>
<tr>
<td>Hydraulic Properties</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Initial saturation (%)</td>
<td>$S_i$</td>
<td>100</td>
</tr>
<tr>
<td>Initial hydraulic aperture (m)</td>
<td>$\epsilon_0$</td>
<td>$2.2 \times 10^{-6}$</td>
</tr>
<tr>
<td>Infinite hydraulic aperture (m)</td>
<td>$\epsilon_{\text{inf}}$</td>
<td>$2.2 \times 10^{-7}$</td>
</tr>
<tr>
<td>Bulk modulus of the fracturing fluid (GPa)</td>
<td>$K_f$</td>
<td>2.0</td>
</tr>
</tbody>
</table>

1 Calculated according to Equation (12).
3.2. Validation of Hydraulic Fracturing Model

The possibility of using the bonded particle method to simulate fluid flow in solid materials has been identified by some studies [33–40,45]. However, for modeling hydraulic fracturing not only the fluid flow, but also crack initiation and crack propagation, have to be taken into account. In past research work, the efficiency of the bonded particle method for hydraulic fracturing simulation has been overlooked. In the work of Wang et al. [46] the influence of the initial stress parameters and the tensile strength of a coal seam on the breakdown pressure under certain injection conditions are analyzed, and a regression equation (Equation (10) in Wang et al. [46]) is obtained by fitting curves of hydraulic fracturing simulation results. This regression equation describing stress concentration around a circular elastic borehole is different from the classical Kirsch equations, which have been proposed by Hubbert and Willis [47], Haimson and Fairhurst [48], Fairhurst [49], and Haimson and Cornet [50] as the following expression:

\[
P_{wf} = 3S_h - S_H - P_0 + \sigma_t
\]

Figure 6 shows the idealized borehole fluid pressure response during hydraulic fracturing. The first linear part reflects the elastic deformation of the fluid and surrounding rock, which is primarily due to compression of the injection fluid in the borehole. The peak represents the crack initial condition, and after this point the fluid pressure drops. This implies a situation of unstable crack development, and the fluid entering the void of cracks. Continued pumping will eventually result in stable crack growth, represented by the constant borehole fluid pressure level. In this idealized case the point of crack initiation and formation breakdown are the same, and the peak corresponds to the breakdown pressure.

![Figure 6](image)

**Figure 6.** Idealized borehole fluid pressure response during hydraulic fracturing.

In order to validate the reliability of hydraulic fracturing simulation by the bonded particle method, also the influence of the in-situ stress ratio on breakdown pressure is studied under the assumption that the initial pore-pressure is 0 \((P_0 = 0)\), the dynamic viscosity of the injection fluid is 0.001 Pa-s, and the injection rate is fixed at 2.0 \(\times 10^{-6}\) m\(^3\)/s. Confining pressure in the x-direction \((S_H)\) is set to 20 MPa, and the confining pressure in the y-direction \((S_h)\) changes from 20 MPa to 10 MPa. Figure 7 shows the fluid pressure history at the injection borehole during hydraulic fracturing simulation under different confining pressures in the y-direction. Compared to the idealized fluid pressure history during hydraulic fracturing (Figure 6), the fluid pressure curve in Figure 7 is not linear before arriving at the breakdown pressure. This is because in PFC modeling leakage is taken into account in algorithm design. When fluid is pumped into the borehole, it can according to the cubic law enter the neighbor domains instantaneously through the fluid pipes. Comparing the curves in Figure 7, the conclusion can be arrived at that leakage is increasing with increasing fluid pressure. During unstable growth of hydraulic cracks the fluid pressure also drops. The breakdown pressure...
values obtained from modeling and the theoretical values calculated according to Equation (16) under different in situ stress ratios are shown in Figure 8. When the ratio of $S_{h}/S_h$ is between 1.0 and 1.7 the error between the modeled value and the idealized analytical value is less than 20%, where the tensile strength of the rock model is 4.4 MPa. This indicates that hydraulic fracturing simulation by PFC$^{2D}$ is able to reproduce the realistic processes to an acceptable degree.

![Figure 7](image-url)

**Figure 7.** Fluid pressure history at injection borehole during hydraulic fracturing simulation under different confining pressure in $y$-direction: (a) $S_h = 12.0$ MPa; (b) $S_h = 13.0$ MPa; (c) $S_h = 15.0$ MPa; (d) $S_h = 18.0$ MPa; and (e) $S_h = 20.0$ MPa.
3.3. Modeling Scenarios

The performance of hydraulic fracturing is not only related to the mechanical properties of the reservoirs, but also influenced by the in situ stress ratio, the injection flow rate, and the viscosity of the fluid, among others. After the suitability of hydraulic fracturing simulation by bonded particle method was verified in Section 3.2, a comprehensive modeling series of fluid injection into rock mass were performed to investigate the efficiency of hydraulic fracturing at different conditions. In addition to the qualitative evaluation of the modeling results, the model responses, such as injection borehole pressure, crack growth, and fluid pressure variation are compared. In this study, in order to evaluate the effects of confining stresses, the confining boundary conditions are applied to the rock models corresponding to in situ stress ratios of 20:20, 20:15 and 20:12. Previous studies have shown that the fluid injection rate is a key factor to consider [49]. Most operators have found that injection rates should be high to produce a complex crack network. In this work the injection rates of $1.0 \times 10^{-5}$, $1.0 \times 10^{-4}$ and $5.0 \times 10^{-4}$ m$^3$/s are applied in PFC$^2$D models, respectively. Finally, a dynamic viscosity of the fluid of $1.0 \times 10^{-2}$, $1.0 \times 10^{-3}$ and $1.0 \times 10^{-4}$ Pa·s are also simulated, respectively.

4. Modeling Results and Discussion

4.1. The Influence of in Situ Stress

Although the influence of confining pressure on fluid breakdown pressure has already been discussed in Section 3.2, in this section the influence of the in-situ stress on hydraulic crack development, as well as fluid pressure surrounding the borehole and cracks is investigated in a general situation, where the viscosity of the fluid is $1.0 \times 10^{-3}$ Pa·s, while the micro-mechanical parameters and initial permeability in the rock models remain unchanged. The stress in the x-direction ($S_H$) is always 20 MPa, while the stress in the y-direction ($S_n$) is varied between 12, 15 and 20 MPa, respectively. Under the assumption that the hydraulic apertures of fluid flow pipes conform to Equation (11), the average initial apertures in these models are $5.33 \times 10^{-7}$, $4.98 \times 10^{-7}$ and $4.55 \times 10^{-7}$ m, respectively. With increasing fluid pressure in the domains, the aperture can reach $1.03 \times 10^{-6}$ m when the bonding stress condition between particles is tension.

Figure 9 shows the borehole pressure variation with injection time and crack distributions with the corresponding fluid pressure at three different time steps during the hydraulic fracturing process under the injection rate of $1.0 \times 10^{-5}$ m$^3$/s. According to the borehole pressure histories corresponding to those described above, the time of fluid injection before the borehole pressure drops firstly increases with increasing $S_n$, and the breakdown pressures are 27.1, 33.5 and 43.5 MPa, respectively. In our numerical results, most of micro-fractures were tensile fractures, which developed when the tensile stress exceeded the tensile strength between the bonded circular particles. Generally, the major hydraulic fracture initiated in a preferred direction which is affected by the in-situ stress and model formation. As described by Hubbert and Willis [47], the crack propagation direction is controlled by the in-situ stress ratio. At the same time, the micro anisotropy of PFC models, especially the defects in surrounding rock of injection borehole, is the other factor for hydraulic fracture initiation.
Figure 9. Borehole pressure histories and crack distribution with corresponding pore-pressure field in hydraulic fracturing with an injection rate of $1.0 \times 10^{-5}$ m$^3$/s under different in situ stress ratios: (a) $S_H:S_h = 20:12$; (b) $S_H:S_h = 20:15$; and (c) $S_H:S_h = 20:20$.

As presented in Figure 9a,b, when $S_H:S_h = 20:12$ and $S_H:S_h = 20:15$, the major fractures stated at the borehole surface in the direction of maximum principle stress (horizontal direction), which can be attributed to the tensile stress concentration at these locations. While $S_H:S_h = 20:20$, tensile stress concentration is not distinct because the model is in a hydraulic pressure condition. Thus, the defect in the borehole surface of the PFC model is the main factor for fracture initiation and propagation in vertical direction in Figure 9c. The crack patterns at different times show that hydraulic crack
propagation is not symmetric and simultaneously in this study, and it can be divided into two steps. Firstly, the failure takes place at the weakest bond surrounding the injection borehole, and cracks propagate along a direction with borehole pressure drop. Then, after the crack extended to a certain length, the bond failure at the other side of the borehole is initiated. These processes are different from the results of Zhang et al. [11], where the cracks developed symmetrically.

When assuming that the fluid injection rate was $1.0 \times 10^{-4}$ m$^3$/s, Figure 10 shows that when $S_H:S_h = 20:20$, there are three main fractures developing in three different directions, while with $S_H:S_h = 20:15$, there are only two main fractures, which initially extend deviating from the direction of maximum principle stress and then along it. When $S_H:S_h = 20:12$, two main fractures extend along the direction of maximum principle stress right from the beginning. As previous research shows [47], the direction of maximum principle stress is a kind of preferred direction for fracture initiation and propagation during deep hydraulic fracturing. Figure 10b is a typical example, where the combination of maximum principle stress direction and modeled defects control the fracture pattern. Due to the defects at the borehole surface, the major fracture initiated in a non-preferred direction, while it turned and twisted during propagation and tended to be aligned with the preferred direction. Comparing the fracture patterns in Figures 9 and 10, the conclusion can be arrived at that injection rate is a key factor in hydraulic fracturing, which will be further analyzed in the following section.

![Figure 10](image)

**Figure 10.** Crack distribution with corresponding pore-pressure field under the injection rate of $1.0 \times 10^{-4}$ m$^3$/s: (a) $S_H:S_h = 20:20$; (b) $S_H:S_h = 20:15$; and (c) $S_H:S_h = 20:12$.

The fluid pressure in the borehole and the available space can drive crack growth; at the same time, the pore-pressure changes due to cracks development and the deformation of the reservoir. Figures 9 and 10 both show that the distribution of fractures is corresponding with the pore pressure field.

4.2. The Influence of the Rate of Fluid Injection

From the previous studies, fluid injection rate plays an important role in hydraulic fracturing [10]. Most operators have found that injection rates should be high to accomplish complex crack networks. In this section, the influence of injection rate on hydraulic fracturing characteristics were investigated. The viscosity of fluid is $1.0 \times 10^{-3}$ Pa·s, and the confining pressure in both the x-direction and the y-direction are 20 MPa. Three injection rates are applied in modeling, which are $1.0 \times 10^{-5}$, $1.0 \times 10^{-4}$ and $5.0 \times 10^{-4}$ m$^3$/s, respectively.
The modeling results are shown in Figure 11. The borehole pressure histories show that the breakdown pressures are 43.6, 46.5 and 65.3 MPa, respectively, under these three injection rates. The breakdown pressure increases as the injection rate increases, and also the injection time before the fluid pressure dropping decreases. When the injection rate is high, the stress in the solid skeleton caused by the borehole pressure has not adjusted, which leads to a higher breakdown pressure. This process is consistent with observations from rock uniaxial tests in the laboratory. In Figure 11, the pore-pressure field in models shows that the pore pressure increase caused by reservoir skeleton deformation is more pronounced as the injection rate increases, which can also be an effect of the local stress concentration around the injection borehole. Additionally, Figure 11 shows two main fractures that developed when the injection rate was $1.0 \times 10^{-5} \text{ m}^3/\text{s}$, while four main fractures grew under the injection rate of $5.0 \times 10^{-4} \text{ m}^3/\text{s}$. Thus, more main fractures could generate under higher injection rates, which is consistent with observations made in previous researches.

![Figure 11. Borehole pressure histories and crack distribution with corresponding fluid pressure in hydraulic fracturing with a fluid viscosity of $1.0 \times 10^{-3} \text{ Pa}\cdot\text{s}$ under different injection rates: (a) $1.0 \times 10^{-5} \text{ m}^3/\text{s}$; (b) $1.0 \times 10^{-4} \text{ m}^3/\text{s}$; and (c) $5.0 \times 10^{-4} \text{ m}^3/\text{s}$.](image)

4.3. The Influence of Fluid Viscosity

Ishida et al. [51] carried out hydraulic fracturing experiment using injection fluid of different viscosities in laboratory and their study shows that the viscosity of the fracturing fluid has an influence on the mechanism of crack generation, crack initial pressure and breakdown pressure. Chen et al. [52] also investigated how the viscosity of the fracturing fluid affects fracture propagation using three different viscosities (viscous oil, water, and supercritical CO$_2$), and the results show that hydraulic fracturing with low viscosity fluids form a more complex fracture network in rocks. In this section...
the effect of the viscosity of the fracturing fluid on crack initiation and propagation are discussed, which were simulated under conditions with an injection rate of $1.0 \times 10^{-5}$ m$^3$/s, and a confining pressure of 20 MPa in the $x$-direction and 15 MPa in the $y$-direction. The results are shown in Figure 12 for three different fluid viscosities of $1.0 \times 10^{-4}$, $1.0 \times 10^{-3}$ and $1.0 \times 10^{-2}$ Pa·s, respectively. The corresponding breakdown pressures are 31.2, 33.4 and 37.2 MPa, respectively. At the lowest fluid viscosity, the crack initiation and propagation pressure was lower than at higher fluid viscosities.

**Figure 12.** Borehole pressure histories and crack distribution with corresponding fluid pressure states in hydraulic fracturing with the injection rate of $1.0 \times 10^{-5}$ m$^3$/s and three different fluid viscosities: (a) $1.0 \times 10^{-4}$ Pa·s; (b) $1.0 \times 10^{-3}$ Pa·s; and (c) $1.0 \times 10^{-2}$ Pa·s.
This result is attributed to pore pressure gradient around the borehole induced by fluid infiltration. As the borehole pressure increases, fracturing fluid penetrates into the interconnected pores from the borehole wall, which causes an increased pore pressure around the borehole. The pore pressure reduces the effective stress of the rock near the borehole, which facilitates the generation of cracks. Figure 12 also shows that with the low viscosity fluid the volume filled by fluid with pore-pressure $P_f > 1.0 \text{ MPa}$ is larger. This shows that the low viscosity fluid can more easily infiltrate the rock. After cracks evolved, the fracturing fluid penetrates into the void instantaneously, which causes the borehole pressure to drop. The borehole pressure can be lower than the pore pressure in the surrounding rock (Figure 12a). So, if the borehole pressure drops sharply due to the fracture extending, the pore pressure in rock is much higher than the fluid pressure in borehole, which can easily cause the failure of the rock surrounding the borehole.

5. Conclusions

A series of simulations for hydraulic fracturing in rock was performed by using a modified fluid, mechanically coupled model in PFC$^{2D}$, to investigate the influence of the in situ stress states, the fracturing fluid injection rate, and the fluid viscosity on the geometries of hydraulic fractures and pore-pressure field, respectively. The modeling results show good agreement with previous laboratory works, and the main results are summarized as following:

1. In this study, in all cases, except for the model under hydrostatic stress state (the confining pressures are equal both in $x$-direction and $y$-direction), the orientation of hydraulic fractures is parallel to the direction of maximum compressive principle stress. This result verifies that the influence of in situ stress was appropriately expressed in the PFC$^{2D}$ simulation.

2. Different injection rates in hydraulic fracturing represent different loading scenarios. Similar to in-rock dynamic testing, high injection rates correspond to a larger strain rate loading way. Thus, the breakdown pressure increases as the injection rate increases. When the injection rate is high, the stress in the solid skeleton caused by the borehole pressure cannot adjust instantaneously and local stress concentrations prevail, which leads to a higher breakdown pressure. In this case, complex geometry of fractures can be formed with a predominance of micro-cracks.

3. Breakdown pressure with the low viscosity fluid was lower than with high viscosity fluid. Fracturing fluid can more easily penetrate through the interconnected domains into the rock from the borehole wall, and so the pore pressure increases around the borehole, which causes the effective stress reduction. Finally, the breakdown pressure with the low viscosity fluid was lower than that with high viscosity fluid. The geometry of the fractures is found to be not very sensitive to the fluid viscosity.

As we know, in laboratory hydraulic fracturing experiments or actual hydraulic fracturing operations, it is difficult to directly observe the crack initiation and propagation and changes of stress and fluid pressure distribution due to the fluid injection. In this study, PFC$^{2D}$ was successfully applied to study the hydraulic fracturing process. This demonstrates that the bonded particle method is a useful and strong tool for understanding the fracturing behavior of reservoir rocks. The hydraulic fracturing of naturally fractured reservoirs will be studied in following research by PFC$^{2D}$.
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