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Abstract: Classification problems and their corresponding solving approaches constitute one of the fields of machine learning. The application of classification schemes in Renewable Energy (RE) has gained significant attention in the last few years, contributing to the deployment, management and optimization of RE systems. The main objective of this paper is to review the most important classification algorithms applied to RE problems, including both classical and novel algorithms. The paper also provides a comprehensive literature review and discussion on different classification techniques in specific RE problems, including wind speed/power prediction, fault diagnosis in RE systems, power quality disturbance classification and other applications in alternative RE systems. In this way, the paper describes classification techniques and metrics applied to RE problems, thus being useful both for researchers dealing with this kind of problem and for practitioners of the field.
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1. Introduction

In the last decade, global energy demand has increased to non-previously seen levels, mainly due to the increase in population, fierce urbanization in developed countries and aggressive industrial development all around the world [1]. Conventional fossil-based energy sources have limited reservoirs and a deep environmental impact (contributing to global warming), and therefore, they cannot satisfy this global demand for energy in a sustainable way [2]. These issues related to fossil-based sources have led to a very important development of Renewable Energy (RE) sources in the last few years, mainly in renewable technologies, such as wind, solar, hydro or marine energies, among others. The main problem with RE resources is their dependency on environmental conditions in the majority of cases (namely wind speed, solar irradiance or wave height) and the fact that individual renewable sources cannot provide continuous power supply because of their uncertainty and intermittent nature.

A huge amount of research is being conducted to obtain a higher penetration of renewable resources into the electric system. The development of new and modern electric networks, including microgrids with renewable distributed generation, is, without a doubt, one of the main current research tracks in this topic, with a large amount of engineering sub-problems involved (such as microgrid topology design and operation optimization, microgrid control, optimal RE
sources and islanding). The optimal design of better and more productive RE devices and facilities (new RE technologies, optimization of existing ones, such as wind turbines or solar panels, the optimal design of wind farms or marine wave energy converters) is another pillar of the ongoing research on RE systems. The third big line of research is related to RE systems, with an important connection to the two previously-mentioned lines. This line is devoted to the improvement of computational algorithms and strategies, to obtain or design better RE systems. This paper is precisely contextualized on this last line of research.

Currently, in the Big Data (BD) era that we are living in, data science algorithms are of great importance to improve the performance of different applications (especially for those areas where data are collected daily and where meaningful knowledge and valuable assistance can be extracted to improve current systems). In this regard, Machine Learning (ML) techniques have been demonstrated to be excellent tools to cope with difficult problems arising from new RE sources [3–5]. More specifically, ML addresses the question of how to build computer-based systems that automatically improve through experience. It is one of today’s most rapidly growing technical fields, lying at the intersection of computer science and statistics and at the core of artificial intelligence and data science. A huge amount of RE applications can be found in the literature, such as prediction problems (e.g., solar radiation or significant wave height estimation), optimization algorithms (wind farm or RE devices’ design), new control techniques or fault diagnosis in RE systems, all of them with the common objective of improving RE systems significantly. Figures 1 and 2 show the general publication trend for some of the terms employed in this paper (source: Scopus). Figure 1 shows the difference between two areas related to energy (RE and Nuclear Energy (NE)) and two areas related to data science (ML and BD). Note that the selection of these terms is not intended to be exhaustive, but only to give an idea of the importance of machine learning and renewable energy in current research areas. It can be seen that different areas present a different relation with time, increasing or decreasing their popularity at a different pace. By comparing the trend of RE against NE, it is clear that there has been an increasing interest in the field of RE. Moreover, the graph shows that the general increase in the use of ML techniques (or the study of RE) is not only due to the increase in annual research: the predicted annual growth in scientific publications is around 2.5% per year (estimated by the National Science Board within the Web of Science [6]). In this sense, ML is experiencing a very abrupt growing pace (e.g., the growth from 2014 to 2015 is approximately 15%). This figure also shows the attention that different subjects are receiving in the area of data science (such as BD, which is strongly connected to ML). On the other hand, Figure 2 shows the popularity of different methods that belong to the ML research area, some of them described in this paper. Again, it can be seen that some methods experience a large increase in popularity (such as Artificial Neural Networks (ANNs), and Support Vector Machines (SVMs)), while others remain stable (such as FR, a method mostly used at the beginning of ML, and the Self-Organizing Map (SOM), an unsupervised method used for visualization).

Given the amplitude of the topic, a comprehensive review of all ML approaches in RE applications is not possible. Some recent tutorials have been focused on important RE applications (e.g., wind prediction, solar radiation prediction) using ML approaches [7,8]. Sub-families of algorithms, such as evolutionary computation, neural computation or fuzzy logic approaches, have been also the objective of previous reviews [9,10], which are very useful for researchers or practitioners interested in each specific field. Following this latter trend, this paper is focused on an important specific branch of ML: classification problems and classification algorithms and how these problems arise in different RE applications. Classification problems and related approaches have been shown to be extremely important in the area of ML, with applications in very different fields, including RE problems. This paper reviews the main classification techniques applied to RE, including classical algorithms and novel approaches. The paper is completed with a comprehensive literature review and discussion of the most recent works on classification problems and techniques in RE applications.
Figure 1. Publication trends for different areas of research. Each point in the figure represents the number of research publications per year that include the term in the article title, abstract or keywords (source: Scopus).

Figure 2. Publication trends for different methods in ML. Each point in the figure represents the number of research publications per year that include the term in the article title, abstract or keywords (source: Scopus).

The remainder of the paper is structured in the following way: Section 2 presents an introduction to classification problems within the ML framework. Section 3 presents the most important techniques and algorithms that have been applied to solve classification problems for RE applications. Section 4 analyzes the state-of-the-art in classification problems and classification approaches in the field of RE. Finally, Section 5 outlines some conclusions and final remarks.

2. Classification Problems: An Important Part of Machine Learning (ML)

Generally, the term data science refers to the extraction of knowledge from data. This involves a wide range of techniques and theories drawn from many research fields within mathematics, statistics and information technology, including statistical learning, data engineering, pattern recognition, uncertainty modeling, probability models, high performance computing, signal processing and ML, among others. Precisely, the growth and development of this last research area has made data science more relevant, increasing the necessity of data scientists and the
development of novel methods in the scientific community, given the great breadth and diversity of knowledge and applications of this area.

Classification problems and methods have been considered a key part of ML, with a huge amount of applications published in the last few years. The concept of classification in ML has been traditionally treated in a broad sense (albeit incorrectly), very often including supervised, unsupervised and semi-supervised learning problems. Unsupervised learning is focused on the discovery and analysis of the structure of unlabeled data. This paradigm is especially useful to analyze whether there are differentiable groups or clusters present in the data (e.g., for segmentation). In the case of supervised learning, however, each data input object is preassigned a class label. The main task of supervised algorithms is to learn a model that ideally produces the same labeling for the provided data and generalizes well on unseen data (i.e., prediction). This is the main objective of classification algorithms. Semi-supervised learning is also a vivid research branch in ML nowadays (and more specifically in the area of weak supervised learning). Its main premise is that, as opposed to labeled data (which may be scarce depending on the application), unlabeled data are usually easily available (e.g., consider the case of fault monitoring) and could be of vital importance for computing more robust decision functions in some situations. Although classification is usually understood as supervised learning, semi-supervised and unsupervised scenarios can be considered as a way of obtaining better classifiers. In the semi-supervised setting, both labeled and non-labeled examples are used during the classifier’s construction to complement the information obtained by considering only labeled samples [11]. Unsupervised learning is sometimes applied as a way to obtain labels for training classifiers or to derive some parameters of the classification models [12,13]. Some unsupervised [14–16] and semi-supervised problems [17,18] have also arisen in the context of RE, but the analysis made in this paper is mainly contextualized on supervised classification techniques.

The general aim of supervised classification algorithms is to separate the classes of the problem (with a margin as wide as possible) using only training data. If the output variable has two possible values, the problem is referred to as binary classification. On the other hand, if there are more than two classes, the problem is named multiclass or multinomial classification. A classification problem can be formally defined as the task of estimating the label $y$ of a $K$-dimensional input vector $x$, where $x \in \mathcal{X} \subseteq \mathbb{R}^K$ (note that, for most ML algorithms, input variables have to be real-valued) and $y \in \mathcal{Y} = \{C_1, C_2, \ldots, C_Q\}$. This task is accomplished by using a classification rule or function $g: \mathcal{X} \rightarrow \mathcal{Y}$ able to predict the label of new patterns. In the supervised setting, we are given a training set of $N$ points, represented by $D$, from which $g$ will be adjusted, $D = \{(x_i, y_i), i = 1, \ldots, N\}$.

Up to this point, the definition of the classification problem is nominal, given that no constraints have been imposed over the label space $\mathcal{Y}$. However, a paradigm that deserves special attention is ordinal classification [19] (also known as ordinal regression), a setting that presents similarities to both classification and regression. The main notion behind this term is that the categories of the problem present a given order among them ($C_1 < C_2 < \ldots < C_Q$). This learning paradigm is of special interest when the variable to predict is transformed from numeric to ordinal by discretizing the values (i.e., when the problem is transformed from regression to multiclass classification, but with ordered labels). This, although it might seem inaccurate at first thought, is a common procedure (also in RE [20,21]), as it simplifies the variable to predict and forces the classifier to focus on the desired information. In this paradigm, there are two main ideas that have to be taken into consideration: (1) there are different misclassification costs, associated with the ordering of the classes, which have to be included in the evaluation metrics; and (2) this order has to be taken into account also when defining ordinal classifiers to construct more robust models. Because of these, both the performance metrics and the classifiers used differ from the standard ones, but it has been shown that this approach improves the result to a great extent when dealing with ordered classes [19].

The area of classification comprises a wide range of algorithms and techniques that share a common objective, but from different perspectives. In this sense, classification methods can be organized according to very different criteria depending on: the type of learning
(supervised, unsupervised and semi-supervised); the type of model (probabilistic, non-probabilistic, generative, discriminative); the type of reasoning (induction, transduction); the type of task (classification, segmentation, regression); the type of learning process (batch, online) and others. The task of ML is then a science, but also an art, where the data scientist studies first the data structure and the objective pursued, to approach the given problem in the best way possible. Usually, the steps involved in the process of data mining (and in this case, classification) are the following: (1) data acquisition (which involves understanding the problem at hand and identifying a priori knowledge to create the dataset); (2) preprocessing (operations such as selection, cleaning, reduction and transformation of data); (3) selection and application of an ML tool (where the knowledge of the user is crucial to select the most appropriate classifier); (4) evaluation, interpretation and presentation of the obtained results; and (5) dissemination and use of new knowledge. The main objective of this paper is to introduce the reader to the classification paradigm in ML, along with a range of applications and practical cases of use in RE, to demonstrate its usefulness for this purpose.

Performance Evaluation

Once the classifier has been trained, different metrics can be used to evaluate its performance in a given test set, which is represented by $T$, $T = \{(x_i, y_i), i = 1, \ldots, N\}$. Given a classification problem with $Q$ classes and a classifier $g$ to be evaluated over a set of $N$ patterns, one of the most general ways to summarize the behavior of $g$ is to obtain a $Q \times Q$ contingency table or confusion matrix ($M = M(g)$):

$$M = M(g) = \{n_{ql}; \sum_{q=1}^{Q} \sum_{l=1}^{Q} n_{ql} = N\},$$

where $n_{ql}$ represents the number of patterns that are predicted by classifier $g$ as class $l$ when they really belong to class $q$. Table 1 shows the complete confusion matrix, where $n_{q\bullet}$ is the total number of patterns of class $q$ and $n_{\bullet l}$ is the number of patterns predicted in class $l$.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>1</th>
<th>...</th>
<th>$l$</th>
<th>...</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>$n_{11}$</td>
<td>...</td>
<td>$n_{1l}$</td>
<td>...</td>
<td>$n_{1Q}$</td>
</tr>
<tr>
<td>$q$</td>
<td>$n_{q1}$</td>
<td>...</td>
<td>$n_{ql}$</td>
<td>...</td>
<td>$n_{qQ}$</td>
</tr>
<tr>
<td>$Q$</td>
<td>$n_{Q1}$</td>
<td>...</td>
<td>$n_{Ql}$</td>
<td>...</td>
<td>$n_{QQ}$</td>
</tr>
<tr>
<td>$n_{\bullet 1}$</td>
<td>...</td>
<td>$n_{\bullet l}$</td>
<td>...</td>
<td>$n_{\bullet Q}$</td>
<td>$N$</td>
</tr>
</tbody>
</table>

Let us denote by $(y_1, y_2, \ldots, y_N)$ the set of labels of the dataset, and let $(y_1^*, y_2^*, \ldots, y_N^*)$ be the labels predicted by $g$, where $y_i, y_i^* \in \mathcal{Y}$, and $i \in \{1, \ldots, N\}$. Many measures have been proposed to determine the performance of the classifier $g$:

- The accuracy ($Acc$) is the percentage of correctly-classified patterns, and it can be defined using the confusion matrix:

$$Acc = \frac{1}{N} \sum_{q=1}^{Q} n_{qq} = \frac{1}{N} \sum_{i=1}^{N} [y_i^* = y_i],$$

where $Acc$ values range from zero to one, $n_{qq}$ are the elements of the diagonal of the confusion matrix and $[\cdot]$ is a Boolean test, which is one if the inner condition is true and zero otherwise.

When we deal with classification problems that differ in their prior class probabilities (i.e., some classes represent uncommon events, also known as imbalanced classification problems),
achieving a high accuracy usually means sacrificing the performance for one or several classes and methods based only on the accuracy tend to predict the majority class as the label for all patterns (what is known as a trivial classifier). Some of the metrics that try to avoid the pitfalls of accuracy in this kind of problems are the following:

- The Receiver Operating Characteristic (ROC) curve [22], which measures the misclassification rate of one class and the accuracy of the other. The standard ROC perspective is limited to classification problems with two classes, with the ROC curve and the area under the ROC curve being used to enhance the quality of binary classifiers [23].

- The Minimum Sensitivity (MS) [24], which corresponds to the lowest percentage of patterns correctly predicted as belonging to each class, with respect to the total number of examples in the corresponding class:

\[
MS = \min \left\{ S_q = \frac{n_{q*}}{n_q} ; q = 1, ..., Q \right\},
\]

where \( S_q \) is the sensitivity of the \( q \)-th class and MS values range from zero to one.

If the problem evaluated is an ordinal classification problem, then one should take the order of the classes into account. This may require the use of specific prediction methods and evaluation metrics. Specifically, the most common metric for this setting is the following one:

- The Mean Absolute Error (MAE) is the average absolute deviation of the predicted class from the true class (measuring the distance as the number of categories of the ordinal scale) [25]:

\[
MAE = \frac{1}{N} \sum_{q,l=1}^{Q} |q - l| n_{ql} = \frac{1}{N} \sum_{i=1}^{N} e(x_i),
\]

where \( e(x_i) = |O(y_{i}) - O(y_{i}^{*})| \) is the distance between the true \( (y_{i}) \) and the predicted \( (y_{i}^{*}) \) ranks and \( O(C_q) = q \) is the position of a label in the ordinal rank. MAE values range from zero to \( Q - 1 \).

Other metrics for ordinal classification can be found in [26].

3. Main Algorithms Solving Classification Problems

This section analyzes a sample of ML classifiers, which have been selected given that (1) they are considered as the most representative of ML and (2) they are the most popular classifiers in RE applications. To see this, refer to Tables 2 and 3, where we conducted an analysis of the classifiers and applications of the references considered in this paper.

3.1. Logistic Regression

Logistic Regression (LR) [27] is a widely-used statistical modeling technique in which the probability that a pattern \( x \) belongs to class \( C_q \) is approximated by choosing one of the classes as the pivot (e.g., the last class, \( C_Q \)). In this way, the model is estimated by the following expressions:

\[
\ln \left( \frac{p(C_q|x, \beta_q)}{p(C_Q|x, \beta_Q)} \right) = f_q(x, \beta_q) = \beta_q^T x, \quad q \in \{1, \ldots, Q - 1\},
\]

where \( \beta_q = \left\{ \beta_q^0, \beta_q^1, \ldots, \beta_q^K \right\} \) is the vector of the coefficients of the linear model for class \( C_q \), \( \beta_q^T \) is the transpose vector and \( f_q(x, \beta_q) \) is the linear LR model for class \( C_q \).

The decision rule is then obtained by classifying each instance into the class associated with the maximum value of \( p \left( C_q | x, \beta_q \right) \). The estimation of the coefficient vectors \( \beta_q \) is usually carried out by means of an iterative procedure like the Newton-Raphson algorithm or the iteratively reweighted least squares [28,29].
Table 2. Summary of the main references analyzed, grouped by application field, problem type and methodologies considered (I).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Application Field</th>
<th>Problem Type</th>
<th>Specific Methodology Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>2015</td>
<td>Sea wave</td>
<td>Ordinal classification</td>
<td>SVM, ANN, LR</td>
</tr>
<tr>
<td>[14]</td>
<td>2015</td>
<td>Wind</td>
<td>Classification</td>
<td>Fuzzy SVM</td>
</tr>
<tr>
<td>[15]</td>
<td>2011</td>
<td>Wind</td>
<td>Classification</td>
<td>DT, SOM</td>
</tr>
<tr>
<td>[16]</td>
<td>2015</td>
<td>Wind</td>
<td>Classification</td>
<td>SVM, k-NN, fuzzy, ANN</td>
</tr>
<tr>
<td>[17]</td>
<td>2010</td>
<td>Solar</td>
<td>Classification</td>
<td>Semi-supervised SVM</td>
</tr>
<tr>
<td>[20]</td>
<td>2013</td>
<td>Wind</td>
<td>Ordinal classification</td>
<td>SVM, DT, LR, HMM</td>
</tr>
<tr>
<td>[30]</td>
<td>2014</td>
<td>Wind</td>
<td>Classification</td>
<td>SVM, LR, RF, rotation forest</td>
</tr>
<tr>
<td>[31]</td>
<td>2011</td>
<td>Wind</td>
<td>Classification</td>
<td>ANN, LR, DT, RF</td>
</tr>
<tr>
<td>[32]</td>
<td>2013</td>
<td>Wind</td>
<td>Classification</td>
<td>k-NN, RBF, DT</td>
</tr>
<tr>
<td>[33]</td>
<td>2011</td>
<td>Wind</td>
<td>Classification, regression</td>
<td>BN</td>
</tr>
<tr>
<td>[34]</td>
<td>2014</td>
<td>Wind</td>
<td>Classification, regression</td>
<td>Heuristic methodology: WPPT</td>
</tr>
<tr>
<td>[35]</td>
<td>2011</td>
<td>Wind</td>
<td>Classification</td>
<td>Bagging, ripper, rotation forest, RF, k-NN</td>
</tr>
<tr>
<td>[36]</td>
<td>2013</td>
<td>Wind</td>
<td>Classification</td>
<td>ANFIS, ANN</td>
</tr>
<tr>
<td>[37]</td>
<td>2012</td>
<td>Wind</td>
<td>Classification</td>
<td>SVM</td>
</tr>
<tr>
<td>[38]</td>
<td>2015</td>
<td>Wind</td>
<td>Classification</td>
<td>ANN, SVM</td>
</tr>
<tr>
<td>[39]</td>
<td>2015</td>
<td>Wind</td>
<td>Classification</td>
<td>PNN</td>
</tr>
<tr>
<td>[40]</td>
<td>2015</td>
<td>Wind</td>
<td>Classification</td>
<td>DT, BN, RF</td>
</tr>
<tr>
<td>[41]</td>
<td>2015</td>
<td>Wind</td>
<td>Classification, clustering</td>
<td>AuDyC</td>
</tr>
<tr>
<td>[42]</td>
<td>2016</td>
<td>Wind</td>
<td>Classification, clustering</td>
<td>AuDyC</td>
</tr>
<tr>
<td>[43]</td>
<td>2010</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>HMM, SVM, ANN</td>
</tr>
<tr>
<td>[44]</td>
<td>2015</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>SVM, NN, fuzzy, neuro-fuzzy, wavelets, GA</td>
</tr>
<tr>
<td>[45]</td>
<td>2015</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>SVM, k-NN, ANN, fuzzy, wavelets</td>
</tr>
<tr>
<td>[46]</td>
<td>2002</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>Rule-based classifiers, wavelets, HMM</td>
</tr>
<tr>
<td>[47]</td>
<td>2004</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>PNN</td>
</tr>
<tr>
<td>[48]</td>
<td>2006</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>ANN, RBF, SVM</td>
</tr>
<tr>
<td>[49]</td>
<td>2007</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>ANN, wavelets</td>
</tr>
<tr>
<td>[50]</td>
<td>2012</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>PNN</td>
</tr>
<tr>
<td>[51]</td>
<td>2014</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>ANN</td>
</tr>
</tbody>
</table>
Table 3. Summary of the main references analyzed, grouped by application field, problem type and methodologies considered (II).

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Year</th>
<th>Application Field</th>
<th>Problem</th>
<th>Specific Methodology Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>[52]</td>
<td>2015</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>SVM</td>
</tr>
<tr>
<td>[53]</td>
<td>2013</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>DT, ANN, neuro-fuzzy, SVM</td>
</tr>
<tr>
<td>[54]</td>
<td>2014</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>DT, SVM</td>
</tr>
<tr>
<td>[55]</td>
<td>2014</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>DT</td>
</tr>
<tr>
<td>[56]</td>
<td>2012</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>DT, DE</td>
</tr>
<tr>
<td>[57]</td>
<td>2004</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>Fuzzy expert, ANN</td>
</tr>
<tr>
<td>[58]</td>
<td>2010</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>Fuzzy classifiers</td>
</tr>
<tr>
<td>[59]</td>
<td>2010</td>
<td>Power disturbance</td>
<td>Classification</td>
<td>GFS</td>
</tr>
<tr>
<td>[48]</td>
<td>2006</td>
<td>Appliance load monitoring</td>
<td>Classification</td>
<td>ANN</td>
</tr>
<tr>
<td>[60]</td>
<td>2009</td>
<td>Appliance load monitoring</td>
<td>Classification</td>
<td>k-NN, DTs, naive Bayes</td>
</tr>
<tr>
<td>[61]</td>
<td>2010</td>
<td>Appliance load monitoring</td>
<td>Classification</td>
<td>k-NN, DTs, naive Bayes</td>
</tr>
<tr>
<td>[62,63]</td>
<td>2010</td>
<td>Appliance load monitoring</td>
<td>Classification</td>
<td>LR, ANN</td>
</tr>
<tr>
<td>[64]</td>
<td>2012</td>
<td>Appliance load monitoring</td>
<td>Classification</td>
<td>SVM</td>
</tr>
<tr>
<td>[65]</td>
<td>2013</td>
<td>Solar</td>
<td>Classification, regression</td>
<td>SVM, ANN, ANFIS, wavelet, GA</td>
</tr>
<tr>
<td>[66]</td>
<td>2008</td>
<td>Solar</td>
<td>Classification, regression</td>
<td>ANN, fuzzy systems, meta-heuristics</td>
</tr>
<tr>
<td>[67]</td>
<td>2004</td>
<td>Solar</td>
<td>Classification</td>
<td>PNN</td>
</tr>
<tr>
<td>[68]</td>
<td>2006</td>
<td>Solar</td>
<td>Classification</td>
<td>PNN</td>
</tr>
<tr>
<td>[69]</td>
<td>2009</td>
<td>Solar</td>
<td>Classification</td>
<td>PNN, SOM, SVM</td>
</tr>
<tr>
<td>[70]</td>
<td>2004</td>
<td>Solar</td>
<td>Classification</td>
<td>SVM</td>
</tr>
<tr>
<td>[71]</td>
<td>2014</td>
<td>Solar</td>
<td>Classification</td>
<td>SVM</td>
</tr>
<tr>
<td>[72]</td>
<td>2015</td>
<td>Solar</td>
<td>Classification</td>
<td>SVM</td>
</tr>
<tr>
<td>[73]</td>
<td>2006</td>
<td>Solar</td>
<td>Classification</td>
<td>Fuzzy rules</td>
</tr>
<tr>
<td>[74]</td>
<td>2013</td>
<td>Solar</td>
<td>Classification</td>
<td>Fuzzy classifiers</td>
</tr>
<tr>
<td>[75]</td>
<td>2014</td>
<td>Solar</td>
<td>Classification</td>
<td>Fuzzy rules</td>
</tr>
</tbody>
</table>
3.2. Artificial Neural Networks

With the purpose of mimicking biological neural systems, artificial neural networks (ANNs) are a modeling technique combined with an adaptive learning process. The well-known properties of ANNs have made them a common tool for successfully solving high-complexity problems from different areas.

Although they are biologically inspired, ANNs can be analyzed from a purely statistical point of view. In this way, one hidden-layer feed-forward ANNs can be regarded as generalized linear regression models, where, instead of directly using the input variables, we use a linear combination of non-linear projections of the input variables (basis functions), \( B_j(x, w_j) \), in the following way:

\[
f(x, \theta) = \beta_0 + \sum_{j=1}^{M} \beta_j B_j(x, w_j),
\]

where \( M \) is the number of non-linear combinations, \( \theta = \{ \beta, w_1, \ldots, w_M \} \) is the set of parameters associated with the model, \( \beta = \{ \beta_0, \ldots, \beta_M \} \) are those parameters associated with the linear part of the model, \( B_j(x, w_j) \) are each of the basis functions, \( w_j \) are the set of parameters associated with each basis function and \( x = \{ x_1, \ldots, x_K \} \) the input variables associated with the problem. These kinds of models, which included ANNs, are called linear models of basis functions [76]. The architecture of a fully-connected ANN for classification can be checked in Figure 3.

![Figure 3. Architecture of an ANN for classification problems with M basis functions and Q classes.](image)

Different kinds of ANNs can be obtained by considering different typologies for the basis functions. For example, one possibility is to use Radial Basis Functions (RBFs), which constitute RBF neural networks [77,78], based on functions located at specific points of the input space. Projection functions are the main alternative, such as sigmoidal unit basis functions, which are part of the most popular Multi-Layer Perceptron (MLP) [79], or product units, which results in product unit neural networks [80].

On the other hand, ANN learning consists of estimating the architecture (number of non-linear transformations, \( M \), and number of connections between the different nodes of the network) and the values for parameters \( \theta \). Using a predefined architecture, supervised or unsupervised learning in ANNs is usually achieved by adjusting the connection weights iteratively. The most common option is a gradient descent-based optimization algorithm, such as back propagation. Much recent
research has been done for obtaining neural network algorithms by combining different soft-computing paradigms [81–84]. Moreover, a recent ANN learning method, Extreme Learning Machines (ELMs), has received considerable attention [85], given its computational efficiency based on non-iterative tuning of the parameters. ELMs are single-layer feed-forward neural networks, where the hidden layer does not need to be tuned, given that the corresponding weights are randomly assigned.

3.3. Support Vector Machines

The Support Vector Machine paradigm (SVM) [86,87] is considered one of the most common learning methods for statistical pattern recognition, with applications in a wide range of engineering problems [88]. The basic idea is the separation of two classes through a hyperplane that is specified by its normal vector \( \mathbf{w} \) and a bias term \( b \). The optimal separating hyperplane is the one that maximizes the distance between the hyperplane and the nearest points of both classes (known as the margin). Kernel functions are usually used in conjunction with the SVM formulation to allow non-linear decision boundaries. In this sense, the nonlinearity of the classification solution is included via a kernel function \( k \) (associated with a non-linear mapping function \( \Phi \)). This simplifies the model computation and enables more precise decision functions (since most real-world data are nonlinearly separable). The formulation is as follows:

\[
\mathbf{w} \cdot \Phi(x) + b = 0, \quad (3)
\]

which yields the corresponding decision function:

\[
f(x) = y^* = \text{sgn}(\mathbf{w} \cdot \Phi(x) + b), \quad (4)
\]

where \( y^* = +1 \) if \( x \) belongs to the corresponding class and \( y^* = -1 \) otherwise.

Beyond the application of kernel techniques, another generalization has been proposed, which replaces hard margins by soft margins [87], using the so-called slack-variables \( \xi_i \), in order to allow inseparability, relax the constraints and handle noisy data. Moreover, although the original support vector machine paradigm was proposed for binary classification problems, it has been reformulated to deal with multiclass problems [89] by dividing the data (one-against-one and one-against-all approaches).

3.4. Decision Trees

A Decision Tree (DT) is basically a classifier expressed as a recursive partition of the data space. Because of this, it is very easy to interpret, in such a way that a DT can be equivalently expressed as a set of rules. The DT consists of different nodes that form a rooted tree, i.e., a directed tree with a node called root that has no incoming edges. The rest of the nodes have exactly one incoming edge. When a node has outgoing edges, it is called an internal or test node. All other nodes are called leaves (also known as terminal nodes or decision nodes) [90]. Internal nodes divide incoming instances into two or more groups according to a certain discrete function of the input attributes values. For discrete attributes, internal nodes directly check the value of the attribute, while for continuous attributes, the condition of internal nodes refers to a range. Each leaf is usually assigned to one class representing the most appropriate target value. To classify a new instance, the DT has to be navigated from the root node down to one of the leaves.

DTs are usually trained by induction algorithms, where the problem of constructing them is expressed recursively [29]. A measure of the purity of the partition generated by each attribute (e.g., information gain) is used to do so. The iterative dichotomizer was the first of three DT inducers developed by Ross Quinlan, followed by C4.5 and C5.0 [91]. The CART (Classification And Regression Trees) [92] algorithm is also an alternative and popular inducer. One very common way to improve the performance of DTs is by combining multiple trees in what is called Random Forests (RF) [93]. In this algorithm, many DTs are grown using a random sample of the instances of the original set. Each node is split using the best among a subset of predictors randomly chosen at that node. The final
decision rule of the forest is an aggregation of the decisions of its constituting trees (i.e., majority votes for classification or the average for regression) [94].

3.5. Fuzzy Rule-Based Classifiers

Rule-based expert systems are often applied to classification problems in various application fields. The use of fuzzy logic in classification systems introduces fuzzy sets, which helps to define overlapping class boundaries. In this way, FR systems have become one of the alternative frameworks for classifier design [95]. Although FR were designed based on linguistic and expert knowledge, the so-called data-driven approaches have become dominant in the fuzzy systems design area [95], providing results comparable to other alternative approaches (such as ANNs and SVMs), but with the advantage of greater transparency and interpretability of results [96]. In FR systems, typically, the features are associated with linguistic labels (e.g., low, normal, high). These values are represented as fuzzy sets on the feature axes.

Typical FR systems employ “if-then” rules and an inference mechanism, which, ideally, should correspond to the expert knowledge and decision making process for a given problem [97]. The following fuzzy “if-then” rules are used in classification problems:

\[
\text{Rule } R_j: \text{If } x_1 \text{ is } A_{j1} \text{ and } x_2 \text{ is } A_{j2}, \ldots, \text{ and } x_K \text{ is } A_{jK} \text{ then predicted class is } y_j \text{ with } CF_j = CF_j \left( R_j \right),
\]

where \( R_j \) is the \( j \)-th rule, \( A_{j1}, \ldots, A_{jK} \) are fuzzy sets in the unit interval, \( x_1, \ldots, x_k \) are the input variables (normalized in the unit hypercube \([0, 1]^K\)), \( R \) is the number of fuzzy rules in the classification system and \( CF_j \) is the grade of certainty of the fuzzy rule. \( y_j \) is usually specified as the class with the maximum sum of the compatibility grades of the training patterns for each class. The connective is modeled by the product operator, allowing for interaction between the propositions.

Several approaches have been proposed to automatically generate fuzzy “if-then” rules from numerical data without domain experts. For example, Genetic Algorithms (GA) have been widely used for simultaneously generating the rules and tuning the membership functions. On the other hand, the derivation of fuzzy classification rules from data has also been approached by neuro-fuzzy methods [98,99] and fuzzy clustering in combination with other methods, such as fuzzy relations [100] and GA optimization [101].

3.6. Miscellaneous Classifiers

Instance-based learning is another type of classifier where the learning task is done when trying to classify a new instance, rather than obtaining a model when the training set is processed [29]. These kinds of algorithms are also known as lazy algorithms, deferring the work for as long as possible. In general, instance-based learners compare each new instance to existing ones using a distance metric. For example, the nearest-neighbor classification method assigns the label of the closest neighbor to each new pattern during the test phase. Usually, it is advisable to examine more than one nearest neighbor, and the majority class of the closest \( k \) neighbors (or the distance-weighted average, if the class is numeric) is assigned to the new instance. This is termed as the \( k \)-nearest-neighbor method (\( k \)-NN) [29,76].

Additionally, Bayesian classifiers are based on the idea that the role of a (natural) class (or label) is to predict the values of features for members of that class, because examples are grouped into classes when they have common values for the features. In a Bayesian classifier, training is based on building a probabilistic model of the inputs variables, which is used during the test to predict the classification of a new example. The naive Bayes classifier [102] is the simplest model of this type, assuming that attributes are independent (given the class). Despite the disparaging name, naive Bayes works very well when tested on real-world datasets [29]. On the other hand, Bayesian networks (BN) [103] are probabilistic graphical models that represent a set of random variables and
their conditional dependencies via a directed acyclic graph. They can represent better the complex relationships between input variables found in real problems.

Another important set of classification techniques is based on online learning methods \[104\]. In online learning, the classifier’s training is performed by using one pattern at a time (i.e., sequentially) and updated throughout time. This methodology is opposed to batch learning, in which all of the available data are presented to the classifier in the training phase. Online learning is especially useful in environments that depend on dynamic variables (e.g., climate ones), on features with a sequential nature or on huge amounts of data (where the aggregate use of the data is computationally unfeasible). As can be seen, the online learning usefulness comes from its adaptability to changeable environments and its easiness to be updated without a high computational cost.

Finally, one-class classifiers are also worth mentioning \[105\]. In machine learning, one-class classification refers to the learning paradigm where the objective is to identify objects of a specific class by learning from a training set containing only the objects of that class. Note that this is radically different from the traditional classification problem. An example is the classification of a specific operation as normal, in a scenario where there are few or no examples of catastrophic states, so that only the statistics of a normal operation are known. Many applications can be found in the scientific literature for one-class classification, e.g., in outlier/anomaly/novelty detection. Generally, for applying one-class classification, a few examples that do not belong to the class in question are needed, at least to optimize the parameters of the model.

### 3.7. Discussion and Recommendations

The future of ML has been uncertain for some time. This area experienced a great development in the first decades, but then became stagnant, until the discovery of deep learning ANNs in recent years \[106\]. Deep learning represents a new and promising avenue for ML in the sense that it allows one to create more complex models that resemble the human mind. This is especially important for more complex applications, such as speech recognition, image analysis and others, where data preprocessing has been always a key concept, which can be avoided using a deep model. Although deep learning is still at an early stage, the authors believe that the use of these models will spread to create more complex and accurate models with direct application to different fields of RE (there are some preliminary works, such as \[107,108\]).

As a final discussion, note that there are very different factors involved in the process of data science and ML. When approaching a RE application with ML, we advise the reader to consider the following aspects, usually considered by data scientists:

- **Data preprocessing:** as stated before, the preprocessing step is considered as one of the most important phases in ML \[109\]. Preprocessing algorithms are usually used for: data cleaning, outlier detection, data imputation and transformation of features (e.g., from nominal to binary, given that many ML methods require all features to be real-valued).
- **Dimensionality of the data:** low dimensional data could result in a set of features that are not relevant (or sufficient) for solving the problem at hand; hence, the importance of the process of data acquisition. High dimensional data, on the other hand, could contain irrelevant and/or correlated features, forming a space where distances between data points might not be useful (thus harming the classification). There is not a standard of what is usually considered high or low dimensional, since this usually depends on the number of patterns (it is not the same having 10 patterns in a 100-dimensional space as 10,000 patterns). Note that different methods could be emphasized for high-dimensional data, although the most common approach is to perform a feature selection analysis \[110,111\] or dimensionality reduction, to obtain the set of most representative features for the classification problem.
- **Number of patterns:** the authors would also like to highlight the importance of BD and large-scale methods, as well as the use of distributed algorithms. BD algorithms are arising in ML given the immense amount of data collected daily, which makes its processing very difficult.
by using standard methods. Its usage is not only necessary in some cases, but also beneficial (e.g., in the case of distributed computing, different models could be created using spatial local information, and a more general model could be considered to be mixing the local models, as done in [112]). BD approaches usually involve a data partitioning step. The partitions are used to compute different learning models, which are then joined in the last step. Pattern or prototype selection algorithms are also a widely-used option for BD.

- **Data imbalance:** apart from the above-mentioned learning strategies, prediction models for RE could largely benefit from the use of alternative classification-related techniques [30,111,113]. Imbalanced data are one of the current challenges of ML researchers for classification problems [114], as this poses a serious hindrance for the classification method. The issue in this case is that there is a class (or a set of classes) that is significantly unrepresented in the dataset (i.e., this class presents a much lower prior probability than the rest). A common consequence is that this class is ignored by the prediction model, which is unacceptable as this class is usually the one with the greatest importance (e.g., in anomaly detection or fault monitoring). The solutions in this case are multiple, and they are still being researched. However, two commonly-used ideas are to consider a cost-sensitive classifier [115] (to set a higher loss for minority patterns) or to use an over-sampling approach [116] (to create synthetic patterns from the available ones).

- **Interpretability:** some applications require the extraction of tangible knowledge and emphasize less the model performance. In this case, decision trees or rule-based systems are preferred, where the user has to define the maximum number of rules or the size of the tree (two factors that are difficult to interpret). Linear models, such as LR, are also more easily interpretable and scale better with large data than nonlinear ones, although they result in some cases in a decrease of accuracy.

- **The final purpose of the algorithm:** the way the model is going to be used in production can impose constraints about the kind of classification method to consider, e.g., training the model in real time (where light methods should be used), model refinement when a new datum arrives (online strategies), storage of the learned model (where the size of the model is the most important factor) or the use of an evaluation metric specified by the application (where different strategies can be used to further optimize classification models according to a predefined fitness function, such as bioinspired approaches [117]).

- **Experimental design and model selection:** it is also crucial to perform a correct validation of the classifier learned, as well as to correctly optimize the different parameters of the learning process. Depending on the availability of data, different strategies can be considered to evaluate the performance of the classifier over unseen data [29] (e.g., a hold-out procedure, where a percentage of patterns is used as the test data, or a k-fold method, where the dataset is divided into k folds and k classifiers are learned, each one considering a different fold as the test set). When performing these data partitions, we emphasize the necessity of using stratified partitions, where the proportion of patterns of each class is maintained for all classes. Moreover, it is very important to consider a proper model selection process to ensure a fair comparison [76]. In this sense, when the classifier learning process involves different parameters (commonly known as hyper-parameters), the adjustment of these parameters should not be based on the test performance, given that this would result in over-fitting the test set. A proper way of performing model selection is by using a nested k-fold cross-validation over the training set. Once the lowest cross-validation error alternative is obtained, it is applied to the complete training set, and test results can be extracted.

4. **A Comprehensive Review of Classification Problems and Algorithms in RE Applications**

Different applications in RE can be tackled as classification problems and solved by using the previously-described techniques. Specifically, we have located five big lines in RE where classification problems mainly arise: wind speed/power prediction, fault diagnosis in RE-related systems, power disturbance analysis, appliance load monitoring and classification algorithms in RE alternative problems. The main references analyzed in this section have been categorized
in Tables 2 and 3, according to the application field, the problem tackled and the specific methodology considered.

4.1. Classification Problems and Algorithms in Wind Speed/Power Prediction

Wind speed prediction is one of the key problems in wind farm management. Because of wind’s nature (i.e., it is a continuous variable), the vast majority of approaches to wind speed prediction problems apply regression techniques. However, different versions of the problem can be tackled as classification tasks, in which classification algorithms are employed. In this subsection, we revise the most recent classification techniques in wind speed prediction.

DTs have been used in several works dealing with classification and wind speed prediction. For example, in [31], a classification scheme is applied for predicting wind gusts. A binary classification problem (gust/no gust) is defined, from the standard definition of a gust in terms of wind speed and its variation. The predictive variables are hour of the day, temperature, humidity, rainfall, pressure, wind speed and dew point. A number of classification algorithms are tested in data from measuring stations in New Zealand and Chile: LR, ANNs, simple logistic and two DTs (C4.5 and Classification and Regression Trees (CART)). The results reported in this work showed a classification accuracy over 87% for the best classification algorithm at each location. In [32], the performance of the bagging Reduced Error Pruning Tree (REPTree) classification approach is evaluated in a problem of wind speed prediction in Kirklareli (Turkey). For this purpose, different alternative classification approaches are also evaluated in comparison with REPTree, such as \( k \)-NN or RBF networks. The classification framework is obtained by discretizing the wind speed, and experiments using real data from the Kirklareli wind farm are conducted using the Weka ML software [29]. In [15], a framework to predict the wind power generation patterns using classification techniques is proposed. The proposed framework is formed by a number of steps: first, data pre-processing; second, class assignment using clustering techniques; and third, a final step of classification model construction to predict the wind power generation patterns. In this work, a second step based on an SOM network and a third classification step using a C4.5 classification tree are proposed. The results of the system are reported for Jeju island (Korea), again using Weka [29].

Alternative specific neural or kernel-based classifiers have been tested, such as in [33], where a classification algorithm based on a Bayesian neural network is proposed for long-term wind speed prediction. The long-term wind speed prediction problem is modeled as a classification problem with \( k \) classes, corresponding to different (discrete) wind speeds at a given study zone. Once the BN proposed is trained, it is able to provide the most probable class to which a new given sample belongs. Experiments in long-term wind speed classification problem on the Canary Islands (Spain) show the good performance of this approach. In [30], an SVM approach is applied to the classification of tornadoes. The problem is highly imbalanced, since only a small percentage of the measuring stations reported tornado data (less than 7%). In this work, a special feature selection technique with SVM-recursive feature elimination is proposed to determine the most important features or variables for tornado prediction out of 83 initial predictive variables. The SVM approach is compared to alternative classifiers, such as LR, RFs and rotation forests, showing better performance in terms of different accuracy measures.

Finally, different works evaluating several alternative classification algorithms have been recently published. For example, in [20], a classification framework for wind speed reconstruction and hindcast is proposed based on nominal and ordinal classifiers. The problem is formulated starting from a set of pressure patterns, which serve as predictive variables. The different classifiers are applied to estimate wind speed prediction from these pressure patterns. Experimental evaluation of the classifiers was carried out from real data for five wind farms in Spain, obtaining excellent reconstruction of the wind speed from pressure patterns. The system can be also used for long-term wind speed prediction. In [34], a censoring classification approach for medium-term wind speed prediction at wind turbines is proposed. The classification scheme can be applied to upper or lower
censoring of the power curve separately, in such a way that it can forecast the class of censoring, with a
given probability. Experiments in wind turbines of a German wind farm show the performance
of the proposed system. In [16], classification techniques are also applied to obtain wind power
patterns of wind turbines. Traditional clustering algorithms are used to discover clusters to group
turbines depending on their characteristics in terms of power production. Different classification
algorithms are then applied to estimate the discrete power production of the turbine, such as the
Adaptive Neuro-Fuzzy Inference System (ANFIS), SVM, MLP or k-NN, reporting good performance.

4.2. Classification Problems and Algorithms in Fault Diagnosis in RE-Related Systems

Like other complex and heterogeneous systems, wind turbines are subject to the occurrence of
faults that can affect both their performance and their security. Gearbox and bearing failure and various
sensor faults often occur, such as sensor bias fault, sensor constant gains and others. Designing a
reliable automated diagnosis system is thus of critical importance in order to be able to achieve fault
detection and isolation at an early stage, reducing the maintenance costs.

In [35], the problem of predicting the status patterns of wind turbines is explored. An association
rule mining algorithm is used to identify the most frequent status patterns for prediction. Since the dataset is highly imbalanced (the number of status patterns is much lower than those
of normal situations), a combination of over-sampling and under-sampling techniques is used. Finally,
a total of three different status parameters is identified. Regarding the number of input parameters, it is
relatively high, with more than 100 parameters, obtained directly from the Supervisory Control and
Data Acquisition (SCADA) system of a wind farm. To reduce its dimensionality, Principal Component
Analysis (PCA) is used, obtaining six principal components that are used to build the prediction model.
Using an RF algorithm, good prediction results are obtained, with around a 90% accuracy. In [36], a
comparison of different classifiers in a problem of wind turbine behavior is carried out. The prediction
problem is defined depending on the normal/abnormal functioning of the wind turbine, and also, a
number of predictive variables is considered apart from wind speed: air density and the shading effect
of the neighbor turbines, ambient temperature and wind direction. Several classifiers, such as the
cluster center fuzzy logic, ANNs, k-NN and ANFIS, are compared using real data from wind farms.

SVMs are probably the most popular choice for fault diagnosis issues in RE systems. In [37],
for instance, two different fault conditions are considered: input gear fault state and output gear
fault state. The feature vector is obtained computing the diagonal spectrum from the vibration
rotating machine data, and multiclass classification is performed using an SVM based on binary
tree decomposition. To construct a suitable binary tree structure, an SOM neural network is used.
The experimental data were obtained from a test wind turbine, and the accuracy was close to 99%.
On the other hand, in [38], a larger number of classes is used. In this case, the data were obtained from
simulations of wind turbines on a test-bed with two fault typologies: misalignment and imbalance.
A total of 544 variables mainly obtained from the vibration spectrum recorded by accelerometers
was used. An accuracy of 98% was obtained using a linear SVM with eight output classes (no fault,
five different impairments and two different misalignments). In [14], a multi-class fuzzy SVM is
proposed for this problem. Data are obtained from vibration signals and then processed using Empirical
Mode Decomposition (EMD), a self-adaptive processing method suitable for non-stationary signals,
which attempts to overcome some of the limitations of the wavelet transform (e.g., border distortion,
interference terms, energy leakage and choice of wavelet basis). The fuzzy SVM is implemented using
a one-against-all strategy, and the kernel fuzzy c-means clustering algorithm and the particle swarm
optimization algorithm are applied to calculate fuzzy membership and to optimize the parameters of
the kernel function. Three different faults are considered (shaft imbalance, shaft misalignment and
shaft imbalance and misalignment), and the classification accuracy obtained is close to 97%.

A different approach can be found in [39], where the use of a Probabilistic Neural Network (PNN)
is proposed. Data were obtained using a simulation model implemented using TurboSim, FAST of the
National Renewable Energy Laboratory (USA) and Simulink of MATLAB. Three different imbalance
conditions were simulated: furl imbalance, nacelle-yaw imbalance and aerodynamic asymmetry. Then, the simulation results in the time domain were decomposed into the intrinsic mode frequency using the EMD method, obtaining 17 different features for the prediction. This number was further reduced to only 10 using PCA. The resulting PNN had 10 inputs, two outputs (healthy and imbalance fault condition) and 48,000 hidden nodes (equal to the number of training data samples). The proposed method obtained a mean absolute percentage of error of 2%, the classification accuracy being 98.04%.

In [40], three different techniques—RF, dynamic BN and memetic algorithms—are combined to develop a systemic solution to reliability-centered maintenance. Data comprise 12 months of historical SCADA and alarm logs taken from a fleet of over 100 onshore gearboxes, which had been operating for approximately three years. The system proved its ability to detect faults within the turbines, assess the different maintenance actions with the objective of maximizing availability and schedule the maintenance and updating of turbine survivability in response to the maintenance action.

A different problem, although related to wind turbines, is tackled in [41]: hybrid dynamic systems. These systems include discretely-controlled continuous systems, which are used, for example, in wind turbines converters. The proposed approximation to the problem is based on the idea of monitoring the dynamical behavior of the system, which is described in a feature space sensitive to normal operating conditions in the corresponding control mode. These operating conditions are represented by restricted zones in the feature space, called classes. The occurrence of a fault entails a drift in the system operating conditions, which manifests as a progressive change in the class parameters in each control mode over time. A total of 18 different fault scenarios are considered, nine corresponding to pitch actuator faults and nine to pitch sensor faults. As a classifier, the paper proposes using the Auto-adaptive Dynamical Clustering algorithm (AuDyC) working in two phases, first detecting and then confirming the failure, by means of two different metrics (Euclidean and Mahalanobis). The results show that the system is able to detect in a short time the different fault scenarios proposed. Continuing with the same idea, in [42], the system is improved using a dynamic feature space definition, which helps to reduce the time required to detect the faults.

Besides fault detection in wind turbines, there are other RE-related applications where classification algorithms are being used. In the field of smart grids, [43] explores the use of Hidden Markov Models (HMMs) and matching pursuit decomposition for the detection, identification and location of power system faults. The proposed system uses voltage and frequency signals measured by a frequency disturbance recorder. The frequency signal feature extraction is achieved by using a matching pursuit decomposition with Gaussian atom dictionary. Then, a hybrid clustering algorithm is used to map the feature vectors into different symbols. Finally, the signal feature transitional properties are modeled with HMMs using the obtained symbols under various normal and faulty operation scenarios, and the HMMs are used to detect and identify the fault. Four types of faults are considered: generator ground fault, transmission line outage, generator outage and load loss. The proposed algorithm obtains a fault detection rate close to 97% when the Signal to Noise Ratio (SNR) is 70 dB, dropping to almost 88% if the SNR is 10 dB.

4.3. Classification Problems and Algorithms in Power Quality Disturbance Detection and Analysis

Ideally, electrical power systems should provide undistorted sinusoidal-shaped voltage and current at rated frequency to the users, which is known as Power Quality (PQ). Unexpected worsening of PQ (power quality disturbances) in a system can damage or shut down important electrical equipment necessary to ensure the correct performance of the system. Sudden variations of the PQ are usual in the power network, since it is a highly competitive environment, with the continuous change of power supply. The inclusion of RE in the network and emerging modern smart transmission systems have been reported as the main sources of disturbances in PQ. The work in [44,45] presents two extensive studies, recently published, on power quality disturbance approaches, signal processing techniques and different algorithms to detect these disturbances. This analysis can be tackled as a classification problem, with different objectives depending on the type of disturbance to be studied,
which are usually: voltage or current signal disturbances (sag, swell, notch, interruption, etc.),
frequency deviations and harmonics components of the signal. The type, input variables and
structure of the classifiers depend on the specific application and study, but, in the majority of cases,
wavelets or Fourier-based transforms are used to obtain the predictive variables feeding the different
classification systems.

One of the first works on PQ disturbances analysis within a classification framework
is [46], where an ad-hoc rule-based classifier is used to solve a problem of binary classification
between disturbance and non-disturbance in the power signal, for different types of events,
such as sag, interruption, impulse, etc. The input variables were obtained by means of a
wavelet-packet-based HMM. The results reported in the work showed a very high classification
accuracy of the system, close to 99% in all cases.

On the other hand, the first ML classification approach designed to face PQ disturbances analysis
was based on ANNs. In [47], a PNN model is proposed for this problem. A wavelet transform is used
to obtain the predictive variables to feed the PNN. Then, the network is able to classify these extracted
features to identify the disturbance type (six types of voltage disturbances are considered in this work),
depending on the transient duration and the energy features of the signal. Results in simulated signals
using the Power System Blockset Toolbox in MATLAB show the goodness of the proposed approach.
In [48], different ML classification algorithms were tested when the problem of identifying the
devices present in an electrical installation was analyzed. Specifically, different classes of ANNs
and SVMs were tested for signature identification of electrical devices based on the current harmonics
generated in the system. An MLP neural network, an RBF network and an SVM with different kernels
(linear, polynomial and Gaussian) were tested in this classification problem, obtaining performances
in accuracy (depending on the type of device that generated the harmonics) between 70% and 98%.
In [49], an MLP with three hidden layers is used as the classifier to detect anomalies in the voltage,
frequency and harmonic components of electric signals. The input (predictive) variables have been
extracted from an electrical pattern simulation and include the application of wavelets in order to obtain
different levels of signal analysis. The results obtained showed a percentage of correct classification
of 98% when detecting general PQ disturbances, 91% in voltage disturbance, over 99% in harmonics
detection and close to 95% in frequency disturbances. In [50], the PQ of different signals is analyzed by
using the S-transform and a PNN. Eighteen types of features are extracted from the S-matrix, and a
classification problem with eight classes, corresponding to eight different power signal disturbances,
is solved. Comparison to a back-propagation MLP and an RBF network is carried out. In [51], a hybrid
methodology is proposed to detect and classify PQ disturbances. It is formed by the combination of
two modules: an adaptive linear network (Adaline) for harmonic and inter-harmonic estimation and a
feed-forward ANN for classification of disturbances. The proposed system is able to detect and classify
disturbances, such as outages, sags, swells, spikes, notching, flickers, harmonics and inter-harmonics,
plus all of their possible combinations. In this case, the predictive variables for solving the classification
problem are obtained from the horizontal and vertical histograms of a specific voltage waveform,
resulting in a total of 22 predictive inputs. Good classification performances, over 95%, are obtained
when detecting single PQ disturbances and around 80% for the case of combined disturbances.

SVMs have been perhaps the most used classifiers in PQ disturbance analysis. In [118], SVMs and
an RBF network are applied to solve this classification problem. Different types of disturbances,
such as sags, voltage fluctuations and transients, are considered. Feature extraction is considered to
obtain the predictive variables of the system by means of the space phasor technique. Results reported
in different simulations showed that the SVM classifier performs slightly better than the RBF
network in this specific problem. In [119], a multi-class SVM is applied to a similar problem of
PQ disturbance detection. In this case, the predictive variables are obtained from the subtraction
of the estimated fundamental component from the acquired signal. In [5], an SVM is applied to
predictive variables obtained using the S-transform and the wavelet transform. The results reported
indicate that in the case of using the S-transform, features based on magnitude, frequency and phase
of the disturbance signal are enough to classify the steady-state power signal disturbance events with good accuracy. On the contrary, considering the wavelet transform, it is difficult to obtain a reduced set of variables that provide a good classification accuracy. In [120], an approach for automatic classification of power quality events based on the wavelet transform and SVM is proposed. The problem is tackled as a multi-class classification problem with seven classes (corresponding to the seven different power quality disturbances to be detected) that obtains the predictive variables from the wavelet transform. In [121], an SVM classifier with different kernels is proposed for PQ detection. This work uses the time-time transform to obtain the predictive variables that represent the power signals. The authors claim that TT-transform works better in considering noise in power signals than the frequently-used wavelet transform. An immune optimization system is also used in this work in order to refine the centers of the SVM clusters, improving the classification accuracy of the proposed system. In [122], the discrimination between internal faults in a power transformer and the other disturbances (different types of inrush currents and over-excitation conditions) is tackled. The problem is modeled with a binary classification approach, where the predictive variables are obtained by means of the wavelet transform. The power signal modeling is carried out using the PSCAD/EMTDC software package. An SVM is also proposed in this case, obtaining results in accuracy, classifying between internal faults and disturbance, over 95% in all cases simulated. In [123], another SVM approach is presented for a problem of disturbances classification in power signals and combined with a previous step of feature selection using wavelet transforms. Six classes are considered in this classification problem, and the SVM performance is tested on different simulated signals, including different disturbances. Finally, in [52], an SVM classifier is applied to PQ detection in electric signals. Simulation of different electric disturbances is used, and wavelet transform and signal coefficients (mean, median and standard deviation and variance) are employed as input (predictive) variables. The classification problem tackled in this case is a multi-class problem (where the different classes are the different signal disturbances considered). The multi-class classification problem is solved with several binary SVMs classifiers by using one-versus-all and one-versus-one structures. Generally, the results are reported, promising to detect specific power signal disturbances, such as sag, swell or harmonics.

DTs are another classification technique applied to PQ disturbance detection problems. In [53], a DT is applied to a PQ disturbance detection in power signals. The input variables of the system are obtained by applying the S-transform to the original power signal. A total of 13 classes was considered in the paper, each one corresponding to a different power disturbance event. The DT is able to obtain direct classification rules, interpretable in terms of the input variables considered. The quality of the results reported improves that of alternative classifiers, such as ANNs, neuro-fuzzy systems and SVMs. In [54], a problem of PQ disturbances classification is tackled, considering different types of disturbance, including sag, swell, notch and harmonics. The predictive variables are obtained using an S-transform (with a total of seven classes considered in the classification problem), and the paper proposes a feature selection method using GA. Two different classifiers are proposed and evaluated in this work, DT and SVM. Three different case studies are analyzed, considering setup prototypes for wind energy and photovoltaic systems. The proposed system obtains a classification accuracy over 95% in all cases, both with the DT and SVM approaches. In [55], a special class of DT, the so-called neural balance tree, is applied to a problem of automatic classification of PQ events. The input variables are obtained through non-stationary signal processing, using the Hilbert–Huang transform, EMD and the Hilbert transform. A comparison with the performance of the system when the S-transform is used to obtain the predictive variables is carried out. Excellent classification accuracy is reported in detecting different PQ events, close to 97%.

Fuzzy techniques have been also applied to different problems of classification of PQ disturbances. In [56], a fuzzy DT is applied to the classification of PQ disturbances. Several predictive variables are obtained using the S-transform, and then, a clustering algorithm based on a bacterial foraging optimization algorithm is applied. The results in terms of accuracy indicate that the use of the clustering approach improves the performance of the fuzzy DT on its own. In [57], a fuzzy expert system is
applied for a classification problem of PQ events. Different novel predictive variables are introduced based on a wavelet transform of the power signal. The fuzzy expert system is compared to the performance of a feed-forward ANN, obtaining better results in terms of classification accuracy. In [58], four different fuzzy classification methods are applied to a problem of PQ event classification from wavelet-based predictive variables. Specifically, the work compares the fuzzy product aggregation reasoning rule, the fuzzy explicit classification algorithm, the fuzzy maximum likelihood approach and the fuzzy \( k \)-NN algorithm. Six major categories of PQ disturbances are considered: voltage sag, voltage swell, momentary interruption, notch, oscillatory transient and spikes. Experiments with and without noise present in the system are carried out, obtaining classification performances from 90% to 97%, the fuzzy product aggregation reasoning rule being the best classifier. Finally, in [59], a genetic fuzzy system for classification is proposed for PQ disturbance classification. The system is based on twelve fuzzy decision rules, whose membership functions are optimized with a particle swarm optimization algorithm. The predictive variables are extracted from parameters derived from the Fourier and wavelet transforms of the signal. Several experiments to detect nine types of disturbance in the signal are carried out, considering cases of noise and without noise, with classification performances over 90% in all cases.

4.4. Classification Problems and Algorithms in Appliance Load Monitoring Applications

Since the seminal work by George W. Hart [124], Non-intrusive Appliance Load Monitoring (NIALM) has attracted much attention, with different techniques and solutions being presented, although reliable load disaggregation is still a challenging task. Two interesting reviews of different features and algorithms can be found on [125,126]. The final goal of NIALM applications is to deduce which appliances are used in a house, as well as their individual energy consumption, from the analysis of the changes in the voltage and current going into it.

In [48], ANNs are proposed for the classification of up to 10 different devices. The results obtained demonstrated an accuracy between 70% and 100% depending on the device.

The \( k \)-nearest neighbor algorithm was proposed in [60] to classify among eight different appliances with a total of 34 possible distinct state transitions. The 1-NN algorithm was compared to different classifiers (Gaussian naive Bayes, DTs and multiclass AdaBoost), and it obtained the best results of all with an accuracy of 79% over the validation set. In a later study [61], these results were completed, increasing the number of appliances up to 17, with similar results.

In [62,63], a thorough study is presented, with several algorithms tested and different scenarios. A total of 27 typical appliances and 32 operating modes are considered, and the best results are obtained with a maximum likelihood estimator, with an accuracy close to 90%. This paper also proposes the combination of different algorithms using a committee decision mechanism, which yields almost a 10% accuracy improvement over any individual disaggregation algorithm.

SVMs have also been used for the NIALM problem. For example, Jiang et al. [64] used a multiclass SVM to classify among 11 different loads with mean accuracy over 95%.

4.5. Classification Problems and Algorithms in Alternative RE Applications

In this section, we include different classification approaches to problems related to solar energy and wave energy prediction. In the case of solar energy, the vast majority of classification problems use data from satellite images or meteorological data and are focused on analyzing the presence of clouds or their types. There are two reviews that cover different aspects of solar radiation prediction and its instrumentation [65], as well as the main ML approaches to solar radiation problems [66]. None of them are specifically focused on classification approaches, but on regression. Regarding wave energy, this field is novel, and the number of ML approaches is still minor; thus, only a reduced number of works dealing with classification approaches will be revised in this area.

Different types of ANN have been applied to solve classification problems in solar energy. In [67], a temporally-adaptive classification system for multi-spectral images is proposed based
on a Bayesian framework and PNNs. A spatial-temporal adaptation mechanism is proposed to take the environmental variations into account. The experimental results of the paper are presented using data from the Geostationary Operational Environmental Satellite 8 (GOES-8) imagery data, considering five specific classes: high-level cloud, middle-level cloud, low-level cloud, land and water. Different classification performances are obtained, varying from over 98% accuracy detecting land and water clouds, to 94% detecting high-levels clouds and down to 80% in middle-level clouds. In [68], an operational cloud classification system is presented also based on data from the GOES-8 satellite. The system implements two PNNs, one for each satellite channel. This novel implementation based on neural classifiers is able to combine the information in the visible and the IR channels, providing a good cloud classification in daytime. The cloud images obtained from the GOES-8 satellite are classified into the same previously-mentioned five classes (land, water, low-level, middle-level and high-level clouds). Results reported show a mean accuracy rate during daytime operation in the 84% to 95% range, whereas the overall mean correct classification over a period of 8 h of continuous temporal updating is 90%.

In [69], the performance of six artificial neural classifiers (MLPs, PNNs, modular ANNs, Jordan–Elman network, SOM and co-active neuro-fuzzy inference systems) are analyzed and compared to two alternative approaches, PCA and SVMs. Cloud sample data were manually collected by meteorologists in summer 2007 from three channels of the FY-2C geostationary satellite. Different classes were considered, including sea clouds, thick cirrus, cumulonimbus and land clouds, obtaining excellent performance (over a 95% correct detection in all cases considering the best model of neural network).

The SVM paradigm for classification has been also often applied in solar energy problems. In [70], a specific multi-category SVM is applied to cloud detection and classification from Moderate Resolution Imaging Spectroradiometer (MODIS) observations. Three classes are considered in this work (clear sky, water cloud and ice cloud), and the results reported show the good performance of the SVM in terms of accuracy when compared to the previously-used MODIS algorithm. In [17], a method to combine labeled and unlabeled pixels from satellite images is proposed to increase classification reliability and accuracy. A semi-supervised SVM classifier is then applied, based on the combination of clustering and the so-called mean map kernel. The performance of this approach is illustrated in a cloud screening application using data from the Medium Resolution Imaging Spectrometer instrument onboard the European Space Agency ENVISAT satellite. In [71], a fault diagnosis monitoring system for solar plants is proposed, based on an SVM classifier. The system is able to locate faults in strings of panels at the solar plant, depending on the hour of the day and the illuminance of the panels. In [4], a classification model based on weather types is proposed in a photovoltaic power prediction problem. The classification based on different weather types is improved by means of an SVM, used to complete the missing values from the weather type of historical data. Good classification results are reported in a problem of photovoltaic power prediction in a plant in Inner Mongolia (China). In [72], a framework using a classification based on the type of clouds and applied to all-sky images in order to improve solar irradiance prediction is proposed. This classification step is carried out by means of an SVM approach, whose output is processed by a regression algorithm to obtain the final prediction of the irradiance. Six classes of clouds are considered in this work (cirrus, cirrostratus, scattered cumulus or altocumulus, cumulus or cumulonimbus, stratus and clear sky), and the experimental results show that the inclusion of the cloud classification step previous to the irradiance prediction can improve the final performance of the prediction system up to 15% with respect to the regressor on its own.

Fuzzy classification techniques have also been applied to the solar energy problem, such as in [73], where a fuzzy rule-based cloud classification approach was proposed for a problem of cloud cover classification from satellite images. METEOSAT-5 images were categorized into three classes: cloudy, partially cloudy and clear sky. Five features, taking into account the temporal and spatial properties of visible and infrared images, were considered. Accuracy values over 97% were reported with this technique in experiments over the Indian subcontinent, both in cloud detection over land and sea cases. On the other hand, in [74], a hierarchical approach for classification based on fuzzy rules was proposed. The main parameters of the proposed method were optimized by means of a GA, conforming a genetic
fuzzy system. A classification problem involving real data collected from a photovoltaic installation was tackled, in order to linguistically describe how the temperature of the PV panel and the irradiance are related to the a given class (low, medium or high production). The results show classification accuracy given by the algorithm over 97%.

We finalize this section by reporting two recent studies on classification approaches for wave energy, since, as previously mentioned, the number of works dealing with classification techniques in this renewable resource is scarce. In [75], an analysis of different circulation patterns that lead to extreme waves is carried out. A classification approach based on FR that uses data from ERA-Interim reanalysis is presented, and results from the coast of Natal (South Africa) are reported. In [3], different classifiers are tested in a problem of significant wave height and wave energy flux estimation. Ordinal and nominal classifiers using data from buoys sited in the Gulf of Alaska and in the East Boast of the USA are presented and their performance assessed.

4.6. A Final Note on Classification Problems in RE

Classification is one of the most important areas in ML, mainly because a huge variety of problems can be stated as different or specific classification tasks. RE is not an exception, and this paper shows how there is a large amount of applications and problems in different aspects of RE systems, which can be solved successfully with classification algorithms. The improvement of techniques for classification is, without a doubt, the most important research line in the area, which will produce very promising results in RE applications in the near future. In this sense, some problems that are currently tackled as regression problems, exploiting the continuity of the data, could be tackled in the future as special cases of classification (such as ordinal classification discussed in Section 2).

As the reader may have noted, specific applications in smart-grids and microgrids have not been often defined as classification problems. We are fully convinced that many problems that will arise in the future intelligent electrical network will be stated as classification problems and tackled with some of the algorithms described in this review (or improvements of them). In this sense, information on generation and consumption patterns for different consumer profiles would be crucial, in order to obtain reliable data to state the problems as supervised classification tasks. Note that some of the applications described in this paper can be used to automatically obtain or process this information, so it seems that many of the problems and techniques discussed in this paper could help redefine new scenarios in RE, larger than the current specific applications, and probably related to the new way of understanding the electrical network, as a fully-distributed and decentralized system.

5. Conclusions

In this paper, we have reviewed the most important existing classification algorithms and how these approaches have been applied to different Renewable Energy (RE) types. The use of machine learning (and more specifically, classification techniques) has been crucial for the area of RE systems in the last few years and will have a greater impact in the coming ones. The most common work flow for the use of predictive analysis is the following: data preprocessing and cleaning, model construction and model/result interpretation or evaluation. This paper focuses on the model construction step, providing an extensive descriptive analysis of the most classical and modern trends in classification techniques (and other related learning paradigms). These methods are emphasized for different cases, depending on their characteristics and data requirements, facilitating their use by practitioners in the field. Generally, the classification methods that deserve special mention are support vector machines and artificial neural networks, because of their ability to handle non-linear and noisy data (despite their difficult interpretability). The range of RE problems that can benefit from these learning techniques is wide: e.g., those related to wind farm management (wind speed prediction or turbine diagnosis), power quality disturbance detection in the power grid, fault diagnosis, solar energy facility management or marine energy. In this sense, this paper also includes a comprehensive review of the most important applications in RE systems that have been formulated as classification problems.
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Abbreviations

The following abbreviations are used in this manuscript:

- ANFIS: Adaptive Neuro-Fuzzy Inference System
- ANN: Artificial Neural Network
- AuDyC: Auto-adaptive Dynamical Clustering algorithm
- BN: Bayesian Networks
- CART: Classification and Regression Trees
- DT: Decision Tree
- ELM: Extreme Learning Machine
- EMD: Empirical Mode Decomposition
- FR: Fuzzy Rule
- GA: Genetic Algorithm
- GFS: Genetic Fuzzy System
- HMM: Hidden Markov Model
- k-NN: k Nearest Neighbors
- LR: Logistic Regression
- MAE: Mean Absolute Error
- ML: Machine Learning
- MLP: Multilayer Perceptron
- MODIS: Moderate Resolution Imaging Spectroradiometer
- MS: Minimum Sensitivity
- PCA: Principal Component Analysis
- PNN: Probabilistic Neural Network
- PQ: Power Quality
- RBF: Radial Basis Function
- RE: Renewable Energy
- RF: Random Forest
- ROC: Receiver Operating Characteristic
- SCADA: Supervisory Control and Data Acquisition
- SNR: Signal to Noise Ratio
- SOM: Self-Organizing Map
- SVM: Support Vector Machine
- WPPT: Wind Power Prediction Tool
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