Multislot Simultaneous Spectrum Sensing and Energy Harvesting in Cognitive Radio
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Abstract: In cognitive radio (CR), the spectrum sensing of the primary user (PU) may consume some electrical power from the battery capacity of the secondary user (SU), resulting in a decrease in the transmission power of the SU. In this paper, a multislot simultaneous spectrum sensing and energy harvesting model is proposed, which uses the harvested radio frequency (RF) energy of the PU signal to supply the spectrum sensing. In the proposed model, the sensing duration is divided into multiple sensing slots consisting of one local-sensing subslot and one energy-harvesting subslot. If the PU is detected to be present in the local-sensing subslot, the SU will harvest RF energy of the PU signal in the energy-harvesting slot, otherwise, the SU will continue spectrum sensing. The global decision on the presence of the PU is obtained through combining local sensing results from all the sensing slots by adopting “Or-logic Rule”. A joint optimization problem of sensing time and time splitter factor is proposed to maximize the throughput of the SU under the constraints of probabilities of false alarm and detection and energy harvesting. The simulation results have shown that the proposed model can clearly improve the maximal throughput of the SU compared to the traditional sensing-throughput tradeoff model.
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1. Introduction

To improve the current spectrum utilization, cognitive radio (CR) has been proposed to allow a secondary user (SU) to access the spectrum licensed to the primary user (PU), providing that the PU is not occupying the spectrum [1,2]. To avoid causing harmful interference to the PU, the SU should detect whether the PU exists in the frequency band depending on performing spectrum sensing before any available transmissions. Only if the absence of the PU is detected, can the SU access the PU spectrum for its transmission [3,4]. The spectrum sensing performance is reflected by the probabilities of false alarm and detection. Decreasing false alarm probability improves the spectrum access of the SU, while increasing detection probability reduces the interference to the PU [5].

Since it is often hard to obtain any PU information from the SU, energy sensing has been frequently used in CR as an effective spectrum sensing method, which can be implemented easily without acquiring any prior information from the emission signal of the PU [6]. Increasing sensing time may improve the sensing performance but decrease the transmission time, thus it is important to develop a
sensing-throughput tradeoff scheme to acquire both reliable energy sensing for detecting the presence of the PU signal and efficient data transmission for the SU [7]. In [8], the optimal sensing time is determined to maximize the achievable throughput of the SU subject to the constraint of detection probability of the PU. A joint optimization of sensing time and transmission power for maximizing the aggregate throughput of a cooperative CR network is studied in [9]. In [10], an energy-efficient CR system is designed to simultaneously meet spectrum sensing reliability and secondary data transmission rate constraints. However, the energy consumption for spectrum sensing, which may affect both energy sensing performance and transmission power of SU, has not been considered in [7–10]. The signal sampling of energy sensing has to consume some electrical power from the stored battery energy that originally supplies data transmission; thus, the achievable throughput of the SU is decreased.

Recently, energy harvesting has been proposed by some references, which may collect the radio frequency (RF) energy of the environmental signal sources to supply the electrical power for a wireless communication system instead of a fixed power supply [11,12]. An energy-harvesting circuit that consisted of semiconductor-based rectifying elements was designed to convert the received RF energy to the direct current (DC) power [13]. In [14,15], an energy-harvesting SU is investigated to harvest the RF energy of the PU signal in the transmission time when the PU is occupying this channel. However, energy harvesting is often performed independently after spectrum sensing; thus, the energy consumption of spectrum sensing cannot be duly supplemented. Moreover, since the spectrum sensing may consume some of the total power, without energy harvesting in the sensing duration, the initial transmission power of the SU may reduce, thus decreasing the transmission rate of the SU. Since the RF energy of the PU signal can be used both for spectrum sensing and energy harvesting, the simultaneous spectrum sensing and energy harvesting will become a profitable research area, which may save the consumed sensing energy by using the harvested PU signal energy to supply spectrum sensing.

The contributions of the paper are listed as follows:

- The paper firstly combines spectrum sensing and energy harvesting, the sensing duration is divided into multiple sensing slots consisted of one local-sensing subslot for energy sensing of the PU and one energy-harvesting subslot for harvesting the RF energy of the PU signal. If the presence of the PU is detected in the local-sensing subslot, the SU will harvest energy in the energy-harvesting subslot. Then the harvested energy is used to supply the spectrum sensing in the following sensing slot.
- The paper has proposed a jointly optimal allocation of sensing time and harvesting time to maximize the achievable throughput of the SU under the constraints that the target probabilities of detection and false alarm are both guaranteed and the harvested energy may supply the spectrum sensing. A joint optimization algorithm based on binary searching and alternating direction optimization (ADO) has been proposed to achieve the optimal solutions to the proposed optimization problem.

The rest of the paper is organized as follows: the energy sensing and energy harvesting are described in Section 2, both the system model building and the throughput of SU in the proposed model are given in Section 3, the joint optimization algorithm of sensing time and time splitting in the proposed model is defined in Section 4, and the simulations and discussions are finally drawn in Section 5.

2. Energy Sensing and Harvesting

2.1. Energy Sensing

Since SU and PU are two different kinds of communication systems, the SU is often hard to acquire any prior information of the PU signal, hence, energy detection is performed to sense the PU
as an effective spectrum sensing method, without needing any information of the detected signal. The detected signal $y$ received by the SU is seen as a binary hypothesis problem as follows [16]:

$$y(t) = \begin{cases} n(t), & H_0 \\ h(t)s(t) + n(t), & H_1 \end{cases}, t = 1, 2, ..., M$$  \hspace{1cm} (1)$$

where $H_0$ and $H_1$ denote the absence and presence of the PU, respectively, $s(t)$ is the PU signal with the power of $p_s$, $n(t)$ is the Gaussian noise with the variance of $\sigma_n^2$, $h(t)$ is the channel gain from the PU transmitter to the SU receiver, $M$ is the number of the signal samples. We also suppose that $P(H_0)$ and $P(H_1)$ are the existent probabilities of $H_0$ and $H_1$, respectively. Supposing the sampling frequency as $f_s$ and the sensing time as $\tau$, we get $M = \tau f_s$. From Equation (1), the energy statistic of $y$ is given as follows:

$$\Omega(y) = \frac{1}{M} \sum_{i=1}^{M} ||y(t)||^2$$ \hspace{1cm} (2)$$

where $y(1), y(2), ..., y(M)$ are independently and identically distributed. With a large $M$, $\Omega(y)$ obeys the Gaussian distribution as follows:

$$\Omega(y) \sim \begin{cases} \mathcal{N}\left(\sigma_{\lambda}^2, \frac{1}{M}\right), & H_0 \\ \mathcal{N}\left(1 + \gamma, \frac{(1+\gamma)^2\sigma_{\lambda}^2}{M}\right), & H_1 \end{cases}$$ \hspace{1cm} (3)$$

where $\gamma = h^2 p_s / \sigma_n^2$ is the sensing signal to noise ratio (SNR). Comparing $\Omega(y)$ to a presetted detection threshold $\lambda$, the probabilities of false alarm and detection are respectively given as follows:

$$\begin{align*}
P_f(\tau) &= P_r(\Omega(y) \geq \lambda | H_0) = Q \left( \left( \frac{\lambda}{\sigma_{\lambda}^2} - 1 \right) \sqrt{\tau f_s} \right) \\
P_d(\tau) &= P_r(\Omega(y) \geq \lambda | H_1) = Q \left( \left( \frac{\lambda}{\sigma_{\lambda}^2(1+\gamma)} - 1 \right) \sqrt{\tau f_s} \right)
\end{align*}$$ \hspace{1cm} (4)$$

where the function $Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{+\infty} \exp\left(-z^2/2\right) dz$.

2.2. Energy Harvesting

In this paper, we consider an energy-harvesting SU consisting of a spectrum sensing device and an energy-harvesting device, which converts the harvested RF energy of the PU signal to the electrical power for supplying spectrum sensing. The SU senses the PU signal and simultaneously stores the arriving energy from the PU in a rechargeable battery, through deploying an energy-harvesting circuit consisting of band-pass filter, rectifying circuit and low-pass filter, as shown in Figure 1.

![Figure 1](image-url)

**Figure 1.** Energy-harvesting circuit. PU: primary user; and DC: direct current.

The SU firstly uses a band-pass filter to suppress the out-of-band energy radiation of the received PU signal and then converts the RF signal to a DC signal by the rectifying circuit. The rectifying circuit finally outputs the DC voltage after filtering out the fundamental and harmonic signals from the DC signal through a low-pass filter. However, some of the RF signal energy has to be reradiated to the outside environment due to the electromagnetic characters of the energy-harvesting circuit, thus we assume that $0 < \mu < 1$ is the energy-harvesting efficiency, which is determined by the characters of the energy-harvesting circuit elements [16].
3. System Model

3.1. Traditional Model

The traditional frame structure designed for the SU consists of one sensing slot and one data transmission slot, and the SU must firstly sense the absence of the PU before any available transmissions, as shown in Figure 2. We suppose the sensing duration as $\tau$ and the frame duration as $T$. The SU can operate in the frequency band of the PU in the following two scenarios [17]:

- When the PU is really absent in probability of $P(H_0)$ and no false alarm is generated by the SU in probability of $1 - P_f$, the SU may access the spectrum effectively in probability of $P(H_0)(1 - P_f)$;
- When the PU is really present in probability of $P(H_1)$ but not detected by the SU in probability of $1 - P_d$, the SU may also access the spectrum but cause harmful interference to the PU in probability of $P(H_1)(1 - P_d)$.

Thus, the average achievable throughput of the SU is given as follows:

$$R(\tau) = \frac{T}{T} - \tau (P(H_0)(1 - P_f)C_0 + P(H_1)(1 - P_d)C_1)$$  \hspace{1cm} (5)$$

where $C_0$ and $C_1$ denote the throughput of the SU when it operates in the absence and presence of the PU, respectively. If there is only one point-to-point transmission in the secondary link, the SNR for this secondary link is $\gamma_{SU} = \frac{p_{SU} h_{SU}^2}{\sigma_n^2}$, where $p_{SU}$ is the transmission power of the SU transmitter and $h_{SU}$ is the channel gain from the SU transmitter to SU receiver. Then we have $C_0 = B \log_2(1 + \gamma_{SU})$ and $C_1 = B \log_2(1 + \frac{p_{SU} h_{SU}^2}{\sigma_n^2})$ where $B$ is the bandwidth, respectively. Obviously, we have $C_0 > C_1$.
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The higher the detection probability, the better the sensing performance. However, the lower the false alarm probability, the more chances the idle channel can be reused, thus the higher the throughput for the SU [18]. Thus there could exist a tradeoff between sensing performance and achievable throughput for the SU. The objective of sensing-throughput tradeoff model is to find the optimal sensing duration $\tau$ for maximizing the average throughput of the SU while the PU is sufficiently protected. Thus, the optimization problem of the sensing-throughput tradeoff model can be stated as follows [8]:

$$\max_{\tau} R(\tau)$$  \hspace{1cm} (6a)$$

s.t. \quad P_d(\tau) \geq \bar{P}_d$$  \hspace{1cm} (6b)$$

where $\bar{P}_d$ is the lower limit of detection probability.

3.2. Proposed Model

In the common communication system, all the energy stored in the battery is used for data transmission. However, in CR system, the spectrum sensing has to consume some of the battery energy due to the circuit power of A/D chip and detector. Hence, the disadvantage of the traditional CR
system is that spectrum sensing has to consume some of the stored energy for data transmission, which decreases the transmission power and throughput of the SU transmitter compared with the common communication system. In this paper, we have proposed a multislot simultaneous spectrum sensing and energy harvesting model, where the sensing duration is further divided into $N$ sensing slots, each of which consists of local-sensing subslot and energy-harvesting subslot, as shown in Figure 3. In each sensing slot, the SU firstly senses to make a local decision on the activity of the PU in the local-sensing subslot, then if the absence of the PU is detected, in case that the PU may suddenly appear later, the SU must continue sensing the PU in the energy-harvesting subslot and make a final decision at the end of the sensing slot. However, if the presence of the PU is detected accurately in the local-sensing subslot, the SU can harvest the RF energy of the PU signal in the energy-harvesting subslot. The harvested energy in the current sensing slot is used to supply the local spectrum sensing in the following sensing slot.

![Proposed frame structure.](image)

Supposing that the lengths of local-sensing subslot and energy-harvesting subslot are $\rho \tau$ and $(1 - \rho)\tau$, respectively, where $\rho$ is the time splitter factor, the probability of deciding the presence of the PU in the local-sensing subslot is $P(H_0)P_f(\rho\tau) + P(H_1)P_d(\rho\tau)$. However, the SU can harvest energy only when the PU is actually present, thus the harvested energy $E_h$ in the energy-harvesting subslot is given by:

$$E_h(\tau, \rho) = \mu P(H_1)P_d(\rho\tau)p_s h^2(1 - \rho)\tau$$  \hfill (7)

While the probability of deciding the absence of the PU in the local-sensing subslot is $\xi = P(H_0)(1 - P_f(\rho\tau)) + P(H_1)(1 - P_d(\rho\tau))$. If the absence of the PU is detected, the SU must sense the PU both in local-sensing subslot and energy-harvesting subslot in probability of $\xi$, thus the average sensing time is $\rho\tau + \xi(1 - \rho)\tau$. The achieved probabilities of false alarm and detection at the end of the sensing slot is $P_f(\rho\tau + \xi(1 - \rho)\tau)$ and $P_d(\rho\tau + \xi(1 - \rho)\tau)$. At the end of the sensing duration, the SU will obtain a global decision on the activity of the PU through combining these sensing results from all the sensing slots by adopting “Or-logic Rule”. Thus the global probabilities of false alarm and detection are given as follows:

$$\begin{align*}
    P^g_f(\tau, \rho) &= 1 - \left(1 - P_f(\rho\tau + \xi(1 - \rho)\tau)\right)^N \\
    P^g_d(\tau, \rho) &= 1 - \left(1 - P_d(\rho\tau + \xi(1 - \rho)\tau)\right)^N
\end{align*}$$  \hfill (8)

The average number of sampling nodes in each sensing slot is $(\rho\tau + \xi(1 - \rho)\tau) N$. Supposing the unit sampling energy as $e_s$, the total spectrum sensing energy is $E_s = N e_s(\rho\tau + \xi(1 - \rho)\tau)$. In case that the PU is not present in the whole sensing duration, we assume that the minimal energy for spectrum sensing supported by the battery is $E_m$ and thus have $NE_h + E_m \geq E_s$. In fact, the harvested energy $NE_h$ is used to compensate the loss of transmission power of the SU, thus supposing...
\( \tau \ll T \), the compensated transmission power \( \Delta P_{SU} \approx \frac{N E_s}{f} \). The compensated SNR for the secondary link is \( \Delta \gamma_{SU} = \frac{\Delta P_{SU} h_{SU}^2}{\sigma_n^2} \), thus the throughput of the SU in the absence and presence of the PU are
\[ \tilde{C}_0 = \log_2(1 + \gamma_{SU} + \Delta \gamma_{SU}) \quad \text{and} \quad \tilde{C}_1 = \log_2(1 + \frac{\gamma_{SU} + \Delta \gamma_{SU}}{1 - \gamma_{PU}}), \]
respectively.

Like Equation (5), substituting Equation (8), the average throughput of the SU in the proposed model is given as follows:
\[ \tilde{R}(\tau, \rho) = \frac{T - N \tau}{T} \left( P(H_0)(1 - P_{d}^{\rho}(\tau, \rho))\tilde{C}_0 + P(H_1)(1 - P_{d}^{\rho}(\tau, \rho))\tilde{C}_1 \right) \]
(9)

When there is no any transmissions in CR, the maximal lifetime of the traditional CR network can be obtained by:
\[ LT = \frac{E_T}{e_{s}/f} \]
(10)
where \( E_T \) is the total battery energy. However, according to Equation (7), the maximal lifetime of the energy-harvesting CR network can be given by:
\[ \tilde{L}T = \frac{E_T}{e_{s}/f - \mu P(H_1)P_d\mu^2} \]
(11)
where obviously, \( \tilde{L}T > LT \).

4. Model Optimization

In the proposed system model, our goal is to maximize the average achievable throughput of the SU through jointly optimizing sensing time \( \tau \) and time splitter factor \( \rho \), subject to the constraints that the probabilities of detection and false alarm are both guaranteed and the harvested energy may supply the spectrum sensing, as follows:
\[ \quad \max_{\tau, \rho} \tilde{R}(\tau, \rho) \quad \text{s.t.} \quad P_d^{\rho}(\tau, \rho) \geq P_d, P_{d}^{\rho}(\tau, \rho) \leq P_i \]
(12a)
\[ NE_h + E_m \geq E_s \]
(12b)
\[ 0 \leq \tau \leq \frac{T}{N} \]
(12c)
\[ 0 \leq \rho \leq 1 \]
(12d)

where \( P_i \) is the upper limit of false alarm probability. We use ADO to solve Equation (12) [19]. Firstly, we fix \( \rho = \rho_0 \) where \( \rho_0 \in (0, 1) \) and optimize \( \tau \). Then from Equation (4), since \( Q(x) \) is a monotonously decreasing function, \( P_i \) and \( P_d \) have the same monotonicity in \( \tau \) and thus from Equation (8), \( P_{d}^{\rho} \) increases as \( P_{d}^{\rho} \) improves. Thus from Equation (9), \( \tilde{R} \) reduces with the increasing of \( P_{d}^{\rho} \), i.e., \( \tilde{R} \) may achieve the maximum only if \( P_{d}^{\rho} \) acquires its lower bound as \( P_{d}^{\rho} = P_d \). Then from Equations (4) and (8), \( P_{d}^{\rho} \) is related to \( P_i \) as follows:
\[ P_{d}^{\rho} = 1 - \left(1 - Q \left( Q^{-1} \left(1 - (1 - P_d)^{\frac{1}{T}}\right)(\gamma + 1) + \sqrt{\gamma (1 - \rho_0) f_s} \right) \right)^{N} \]
(13)

With \( P_{d}^{\rho} \leq P_i \) and \( P_d^{\rho} = P_d \), we have \( \xi = P(H_0)(1 - P_i)^{\frac{1}{T}} + P(H_1)(1 - P_d)^{\frac{1}{T}} \). From Equation (13), \( P_{d}^{\rho} \) decreases as \( \xi \) increases and thus we may optimize Equation (12) using \( \xi = P(H_0)(1 - P_i)^{\frac{1}{T}} + P(H_1)(1 - P_d)^{\frac{1}{T}} \). Substituting Equation (7) into Equation (12), it is obtained that:
\[ \tau \leq \tau_h \text{ where } \tau_h = \frac{E_m}{N(\eta_1\rho_0 + (1 - \rho_0)(\eta_1^2 - \eta_0))} \]
(14)
where ηₐ = μP(H₁)P_dρₐh² and η₁ = esₙₐ. Then from Pₜ ≤ P_d, we get that:

\[ τ ≥ τ_1 \text{ where } τ_1 = \frac{(Q^{-1}(P_d) - Q^{-1}(1 - (1 - P_d)^{\frac{1}{\gamma}})(\gamma + 1))^2}{γ²Pₐ(ρ_0 + \xi(1 - ρ_0))} \]

(15)

Substituting Equations (13) and (14) into Equation (12), with given ρ₀, the optimization problem of τ is simply rewritten as follows:

\[ \max R(τ) = \frac{T - Nτ}{T} (φ₀(1 - Q(ω₀ + γ√ω₁τfₛ))N + φ₁) \]

subject to \( τ_1 ≤ τ ≤ \min\left\{ \frac{T}{N}, τ₁ \right\} \)

(16a)

\[ Nφ₀γτ(T - Nτ)\sqrt{ω₁fₛ} (1 - Q(ω₀ + γ√ω₁τfₛ))N - 1 e^{-ω₀ + γ√ω₁τfₛ} \]

(16b)

Noting \( 0 < Q(x) < 1 \), we deduce the limit values from Equation (17) as follows:

\[ \lim_{τ \to 0} \nabla R(τ) ≈ \frac{Nφ₀γT\sqrt{ω₁fₛ}}{T√2πτ} (1 - Q(ω₀))N - 1 e^{-\frac{ω₀²}{2}} \to +∞ \]

(18)

\[ \lim_{τ \to \frac{T}{N}} \nabla R(τ) < -\frac{N}{T}(φ₀(1 - Q(ω₀))N + φ₁) < 0 \]

which indicates that there exists a \( τ_ε ∈ (0, \frac{T}{N}) \) to make \( \nabla R(τ) = 0 \). Equation (18) also means that \( \nabla R(τ) \) increases when τ approaches 0 and decreases when τ approaches \( \frac{T}{N} \). Hence, there is a maximum point \( τ_ε \) of \( R(τ) \) within interval \( (0, \frac{T}{N}) \). \( τ_ε \) can be obtained through the Algorithm 1 based on the binary searching.

**Algorithm 1:** Searching algorithm of \( τ_ε ∈ (0, \frac{T}{N}) \) for maximizing \( R(τ) \)

1. Initialize \( τ_{min} = 0, τ_{max} = \frac{T}{N} \) and estimation error δ;
2. While \( (|τ_{max} - τ_{min}| > δ) \) do:
   3. Set \( τ_2 = \frac{τ_{min} + τ_{max}}{2} \);
   4. If \( (\nabla R(τ_2) = \nabla R(τ_{min})) \): set \( τ_{min} = τ_2 \);
   5. Else if \( (\nabla R(τ_2) = \nabla R(τ_{max})) \): set \( τ_{max} = τ_2 \);
   6. End if;
7. End while;
8. Output \( τ_ε = \frac{τ_{min} + τ_{max}}{2} \).

Noting \( τ₁ ≤ τ ≤ \min\{\frac{T}{N}, τ₁\} \) and \( τ₂ < \frac{T}{N} \), we may get \( τ₁ ≤ τ ≤ \min\{τ₂, τ₁\} \). Thus the optimal \( τ^* \) to solve Equation (16) is given as follows:

\[ τ^* = \max\{τ₁, \min\{τ₂, τ₁\}\} \]

(19)
Secondly, we fix \( \tau_0 = \tau^* \) and optimize \( \rho \). From Equation (12c), with given \( \tau_0 \), the upper limit of \( \rho \) is obtained as follows:

\[
\rho \leq \frac{\epsilon_m}{\epsilon_c} + \eta_0 - \eta_1 \xi \frac{\xi}{\eta_1(1 - \xi)} + \eta_0
\]

(20)

As seen from Equation (13), \( P_1^R \) decreases monotonously as \( \rho \) increases, i.e., the throughput \( \tilde{R} \) may achieve the maximum only if \( \rho \) acquires its upper limit as \( \rho = \min\{1, \frac{\epsilon_m}{\epsilon_c} + \eta_0 - \eta_1 \xi \frac{\xi}{\eta_1(1 - \xi)} + \eta_0 \} \). Using ADO, the joint optimal solutions \((\tau^*, \rho^*)\) to Equation (12) are obtained, through iteratively and alternately optimizing \( \tau \) and \( \rho \) until both of them are convergent, as shown in Algorithm 2. Since the existent convergence of \( \tau \) has been expressed as above, we can also get the convergence of \( \rho \) that is uniquely determined by \( \tau \). Noting that the locally optimal value in each iteration \( k \) is non-decreasing, we can get \( \tilde{R}(\tau^{(k-1)}, \rho^{(k-1)}) \leq \tilde{R}(\tau^{(k)}, \rho^{(k-1)}) \leq \tilde{R}(\tau^{(k)}, \rho^{(k)}) \), which indicates that the convergence of \( \tilde{R} \) can be obtained if \( \tau \) and \( \rho \) are both convergent.

Algorithm 2: Joint optimization algorithm

1. initialize \( k = 0, \tau^{(k)} = 0, \rho^{(k)} = \rho_0 \) where \( \rho_0 \in (0, 1) \) and estimation error \( \delta \);
2. with given \( \rho^{(k)} \), calculate \( \tau^* \) according to Algorithm 1 and Equation (19);
3. set \( \tau^{(k+1)} = \tau^* \);
4. with given \( \tau^{(k+1)} \), calculate \( \rho^* \) as \( \min\{1, \frac{\epsilon_m}{\epsilon_c} + \eta_0 - \eta_1 \xi \frac{\xi}{\eta_1(1 - \xi)} + \eta_0 \} \); 
5. set \( \rho^{(k+1)} = \rho^* \) and \( k = k - 1 \);
6. repeat (2)-(5) until both \(|\tau^{(k)} - \tau^{(k-1)}| \leq \delta \) and \(|\rho^{(k)} - \rho^{(k-1)}| \leq \delta \) are satisfied.

The time complexity of the binary searching in Algorithm 1 is \( O(\log \frac{T}{\eta_8}) \) and the iterative number of the Algorithm 2 is \( O(\frac{1}{\delta^2}) \). Noting that the Algorithm 1 is implemented once in each iteration of Algorithm 2, the total time complexity is \( O(\frac{1}{\delta^2} \log \frac{T}{\eta_8}) \). To describe the energy harvesting performance, we define the energy-harvesting efficiency as follows:

\[
\theta = \frac{\Delta R}{E_h}
\]

(21)

where \( \Delta R \) is the throughput increment between energy-harvesting SU and non-energy-harvesting SU.

5. Simulations and Discussion

In the simulations, we suppose that the frame duration \( T = 20 \) ms, the number of sensing slots \( N = 5 \), the probabilities of \( H_0 \) and \( H_1 \) are \( P(H_0) = P(H_1) = 0.5 \), respectively, the sampling frequency \( f_s = 1 \) MHz, the channel gain \( h \) obeys the Rayleigh distribution with the mean of \(-10 \) dB, the bandwidth \( B = 1 \) KHz, the PU power \( P_s = 10 \) dBW, the SU power \( P_{SU} = 10 \) dBW, the noise variance \( \sigma_n^2 = 1 \) dBW, the unit sampling energy \( e_s = 0.1 \) mJ and the minimum spectrum sensing energy supported by the battery \( E_m = 10 \) mJ.

Figure 4 shows the global false alarm probability \( P_1^f \) of the proposed sensing model versus the time splitter factor \( \rho = \{0.1, 0.3, 0.5, 0.7\} \), with different global detection probability \( P_4^f \). It is seen that \( P_1^f \) and \( P_7^f \) have the same monotonicity, which indicates that the spectrum access decreases as \( P_4^f \) improves and the maximal throughput can be obtained if \( P_4^f \) acquires its lower limit; \( P_1^f \) decreases as \( \rho \) increases, which indicates that the maximal spectrum access can be achieved if \( \rho \) acquires its upper limit. Figure 5 indicates the throughput \( R \) changed with the sensing time \( \tau \). It is seen that there exists an optimal \( \tau \) that makes \( R \) achieve the maximum. When \( \tau \) is small, \( R \) improves as \( \tau \) increases, because the spectrum sensing performance mainly improves; however, when \( \tau \) is large, \( R \) decreases as \( \tau \) increases, because the data transmission time mainly decreases. Thus, there is a tradeoff between spectrum sensing and throughput.
Figure 4. Global false alarm probability versus time splitter factor.

Figure 5. Throughput changed with sensing time.

Figure 6. Throughput changed with harvested energy.

Figure 6 shows the throughput $R$ changed with the harvested energy $E_h$ with $P_d^g = \{0.75, 0.8, 0.85, 0.9\}$. It is seen that $R$ decreases as $E_h$ increases, because the sensing time decreases while the harvesting time increases, which yields higher false alarm probability but more harvested energy. Thus the larger throughput can be achieved if the harvested energy appropriately supplies the spectrum sensing.
Figure 7 indicates the throughput versus different spectrum sensing models: the traditional sensing-throughput tradeoff model [8] and the proposed simultaneous spectrum sensing and energy harvesting model with $\rho = \{0.1, 0.3, 0.5\}$. It is seen that the throughput of the traditional model is larger than that of the proposed model with $\rho = \{0.1, 0.3\}$, because the spectrum sensing performance is very low with small $\rho$ and the false alarm probability is very large; however, the throughput of the traditional model is smaller than that of the proposed model with large $\rho$, because the lost transmission energy is compensated with the harvested energy while the spectrum sensing performance is guaranteed.

![Figure 7. Throughput versus spectrum sensing models. SNR: signal to noise ratio.](image)

Figure 8 indicates the maximum throughput versus theoretic optimum and joint optimum with $P_{d} = \{0.75, 0.8, 0.85, 0.9\}$. It is seen that the maximal throughput obtained by the joint optimization algorithm accords with the corresponding theoretical maximum.

![Figure 8. Maximal throughput versus theoretic optimum and joint optimum.](image)

Figure 9 shows the maximum throughput versus different spectrum sensing models: the traditional sensing-throughput tradeoff model [8] and the proposed model. It is seen that the proposed model can improve the achievable maximal throughput of the SU obviously through using the harvested energy of the PU signal to compensate the energy consumption of spectrum sensing.

Figure 10 indicates the energy-harvesting efficiency $\theta$ versus traditional energy-harvesting SU [15] and the proposed energy-harvesting SU, with different frame duration $T$. It is seen that the efficiency of the traditional SU is lower than that of the proposed SU under small $T$ but higher under large $T$, because the traditional SU can only harvest energy in the transmission slot and the sensing energy
consumption cannot be supplemented. Figure 11 compares the lifetime of the traditional CR and the energy-harvesting CR. It is seen that the energy-harvesting CR can achieve longer life.

![Figure 9. Maximal throughput versus spectrum sensing models.](image)

![Figure 10. Energy-harvesting efficiency versus frame duration. SU: secondary user.](image)

![Figure 11. Lifetime comparison of different cognitive radio (CR) systems.](image)
6. Conclusions

In this paper, a multislot simultaneous spectrum sensing and energy harvesting model is proposed to improve the achievable throughput of the SU through using the harvested RF energy of the PU signal to compensate the energy consumption of spectrum sensing. The sensing duration is divided into multiple sensing slots, each of which consisted of one local-sensing subslot for energy sensing and one energy-harvesting subslot for collecting the RF energy in the presence of the PU. We have formulated a joint optimization problem of sensing time and time splitter factor to maximize the average achievable throughput of the SU. From the simulations, we have concluded the following results:

- there exists an optimal sensing time that maximizes the average achievable throughput of the SU while the sensing performance is guaranteed;
- the maximal throughput of the SU can be obtained only if the detection probability acquires its lower limit and the harvested energy appropriately supplies spectrum sensing;
- the proposed model can improve the maximal throughput of the SU obviously through using the harvested energy to compensate the energy consumption of spectrum sensing.

In the future, we will apply the proposed model in cooperative spectrum sensing.
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