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Abstract: This paper presents an application and extension of multiple-criteria decision-making (MCDM) methods to account for stochastic input variables. More in particular, a comparative study is carried out among well-known and widely-applied methods in MCDM, when applied to the reference problem of the selection of wind turbine support structures for a given deployment location. Along with data from industrial experts, six deterministic MCDM methods are studied, so as to determine the best alternative among the available options, assessed against selected criteria with a view toward assigning confidence levels to each option. Following an overview of the literature around MCDM problems, the best practice implementation of each method is presented aiming to assist stakeholders and decision-makers to support decisions in real-world applications, where many and often conflicting criteria are present within uncertain environments. The outcomes of this research highlight that more sophisticated methods, such as technique for the order of preference by similarity to the ideal solution (TOPSIS) and Preference Ranking Organization method for enrichment evaluation (PROMETHEE), better predict the optimum design alternative.
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1. Introduction

Multiple-criteria decision-making (MCDM) is a procedure that combines the performance of decision alternatives across several, contradicting, qualitative and/or quantitative criteria and results in a compromise solution [1]. Relevant methods are frequently applicable, implicitly or explicitly, in numerous real-life problems and can be encountered in industrial activities where sets of decision alternatives are evaluated against conflicting criteria [2]. MCDM methods are widely used in problems within the renewable energy (RE) industry. Indicatively, methods employed include the weighted sum and weighted product methods (WSM/WPM), the analytical hierarchy process (AHP), the technique for the order of preference by similarity to the ideal solution (TOPSIS), elimination et choix traduisant la réalité (ELECTRE) and the preference ranking organization method for enrichment evaluation (PROMETHEE), among others. These methods have been successfully applied in a wide
range of applications related to energy and sustainability problems [3,4]. Reference to the generic methodology behind MCDM can be found in [3,5], where one can find the most popular approaches to the most widely-applied multi-criteria methods in order to evaluate alternative solutions for real-world applications. MCDM was introduced by Saaty [6–8] and was initially developed to evaluate priorities. MCDM is very useful for policy making, new technologies and energy sources’ evaluation, being capable of incorporating both technical and non-technical attributes, i.e., economic, influencing factors [9], in the decision-making process.

Successful selection of the most appropriate multi-criteria methodology should consider a range of different perspectives in order to comprehend all sides of the problem and, when necessary, consider inter-connections among the criteria. MCDM methods need to structure the decision procedure, to demonstrate the trade-off among the criteria, to assist decision-makers to reflect upon, articulate and apply worthy judgments related to satisfactory trade-offs, resulting in suggestions when considering alternatives, to estimate risk and uncertainty more consistently and reasonably, to simplify negotiation and to keep a record of how decisions are made [10]. Real-world applications are often considered as MCDM problems; however, complications can be encountered when, for example, outlining the nature of the problem before defining the necessary alternatives, quantifying data and, finally, finding the optimum solution. Even in the seemingly simpler cases of qualitative attributes, the quality of data can be a significant source of statistical uncertainty. Further, the alternatives are derived from a wide range of choices, which are aimed at being prioritised and finally ranked or arranged in a hierarchical manner. An important issue that should be carefully considered is the fact that different attributes/criteria can cause conflicts due to their degree of completeness, redundancy, mutuality and independence, which can further complicate the decision-making process [5].

This paper aims to provide a comparative study of widely-applied MCDM methods in a real-world application and to introduce a methodology for their extension to account for stochastic inputs. An overview of selected multi-criteria methods is presented, together with a detailed analysis of the process of each method, for the easy implementation and discussion of their generic advantages and disadvantages. A case study of the selection of the optimum configuration of a support structure for a wind farm in a given location is then presented, where the criteria and alternatives of the problem are defined. Next, the data obtained through expert elicitation are presented together with the results from the implementation of each of the methods, deterministically and stochastically. A review of the results is carried out to highlight the differences and discrepancies in order to draw useful conclusions.

2. Literature Review

2.1. Review of Multiple-Criteria Decision-Making (MCDM) Methods

A focused study of MCDM over the last 12 years illustrated the effectiveness of applying these methods in the areas of sustainable and renewable energy applications [11]. The development of MCDM methods has been widely reported in the literature throughout the years, for example by Peng et al. [12], where different methods and their extensions, among others, were employed to solve a problem. Kolios et al. [13] have performed a Political, Economic, Social, Technological, Legal and Environmental (PESTLE) study, employing two different MCDM approaches for multi-criteria risk prioritisation. Kabak and Da˘gdeviren [9] have used a hybrid MCDM method when studying the energy sector and prioritising the alternative renewable energy sources (RESs) in developing countries. Shafiee and Kolios [14] have applied an MCDM method in order to minimise the operational risks of wind energy assets, while Govindan et al. [15] conducted research on hybrid MCDM methods, including AHP for green supplier selection using a range of conflicting environmental criteria. Localised renewable energy planning has been studied for the island of Thassos in Greece by Mourmouris [16], who implemented an MCDM methodology, defining several criteria for the exploitation of RESs, the local optimum energy mix and electricity production. MCDM methods have also been applied in various engineering problems due to their clarity and robustness after years of study [17,18].
For the purpose of this paper, several methods have been reviewed, and eventually, the following ones have been selected, as they are the most widely applied in multi-criteria analysis problems for energy applications: WSM, WPM, TOPSIS, AHP, ELECTRE and PROMETHEE. In the next paragraphs, a brief review is given with indicative applications of each of them in the literature.

Despite the disadvantages of WSM and WPM, i.e., sensitivity to units’ ranges and exaggeration of specific scores, there are numerous applications in the literature that employ either of them primarily due to their straightforward implementation. Pilavachi et al. [19] have used an MCDM method according to a statistical estimation of weighted factors, while technical, social and economic features have also been considered. The method has been employed on the problem of risk identification and assessment within the tidal energy sector, as can be seen in [13,20], also introducing a comparison between the TOPSIS and WSM methods and showing results with good agreement.

Among many methods, TOPSIS is used extensively in different areas of research. Lozano-Minguez et al. [18] employed this deterministic methodology on the selection of the most desirable support structure of an offshore wind turbine, among three design options, under the consideration of a combination of multiple qualitative and quantitative criteria. The same concept was extended by Kolios et al. [17], where an extended version of TOPSIS is introduced, which takes into consideration the stochasticity of inputs, which is a common issue towards the successful implementation of MCDMs. With the same aim, Martin et al. [21] presented a methodology to evaluate a number of floating support structure configurations, for offshore wind turbines deployed in deep waters. Doukas et al. [22] used TOPSIS on energy policy objectives for sustainable development and renewable energy preferences, while Datta et al. [23] identified the best islanding detection method for a solar photovoltaic system by using TOPSIS along with other MCDM methods. Saelee et al. [24] employed TOPSIS as the best tool for the selection of the best among three biomass types of boiler. Finally, TOPSIS has been applied to a wide range of applications, as described in [25], where it was suggested to further investigate how to calculate the distance among positive and negative solutions.

Considering relevant applications implementing the AHP method, Kahraman and Kaya [10] implemented a fuzzy MCDM method, based on the AHP method, so as to find the optimum amongst energy policies in Turkey. Cobuloglu and Büyüktahtakın [26] developed a new AHP-based methodology applicable to problems where uncertain data were available, and the criteria weights are identified from the MCDM case. Other applications of AHP in renewable energy-related problems can be found in [27,28], which deal with the evaluation of solar water heating systems and assessment of the local viability of renewable energy sources. AHP and the analytical network process (ANP) have been presented in [29], by using a commercial software package, so as to demonstrate the diversity of applications to which it could be employed.

Applications can certainly be found in the literature, as the use of ELECTRE is widespread. Indicatively in [30], the goal was to select the optimum site location to install an offshore wind farm among four different choices/alternatives through an innovative method based on many MCDM methods, including ELECTRE. In [31], the ELECTRE method was applied to the optimisation of decentralised energy systems. A comprehensive review of the applications of ELECTRE can be found in [32], which supports the argument that it is still an active field of research.

Outranking methods in general, such as PROMETHEE, after several applications have demonstrated their suitability in energy-related problems. PROMETHEE has been used in a wide range of renewable-related applications, such as in [33], where the authors developed and tested a decision support system using the PROMETHEE II method in RES exploitation, and [34] implemented both PROMETHEE and AHP methods in order to choose the most appropriate desalination system in RES plants. In [35], the PROMETHEE method was applied in order to choose the best among four alternative energy exploitation projects in an MCDM problem. More applications and a comprehensive literature review can be found in [36–38], where different renewable energy scenarios were explored for energy planning.
Continuing from the above, multi-objective optimisation (MOO) is another important MCDM method and is one of the most commonly-encountered types of optimisation problems. If there are a number of different and conflicting objectives, then the problem will fall into the category of MOO. Naturally, as a process, MOO reveals a number of non-dominated solutions [39]. A significant renewable energy-related problem is described, modelled and solved in [40], where the optimum design of switching converters was searched, in order to be integrated into related renewable technologies. The conflicting objectives were efficiency and reliability, where the optimum solution is obtained from solutions in the Pareto front. In a study on photovoltaic systems and electro-thermal methods, MOO was suggested and applied to two conflicting objectives: the maximisation of the efficiency of the solutions from Europe and their cost minimisation [41]. A lot-sizing mixed integer linear optimisation model was proposed in order to find the optimum ethanol production from several biomass sources, so as to minimise the cost and the environmentally-related issues in [42]. The trade-offs between two types of crop, i.e., food and biofuel crops, was optimised using multi-objective mixed integer programming. A model was proposed and the optimum solution obtained according to economic advantages and environmental impacts in [43]. More studies of MOO can be found in [40,44,45]. The methodology suggested by the authors in the present paper can be further applied to MOO under uncertain inputs.

2.2. Review of the Stochastic Expansion of Deterministic MCDM

A study that focused on earlier applications of MCDM methods demonstrated that developing fuzzy MCDM methods is the upcoming trend [46]. Many instances of the applications of fuzzy MCDM methods can be found in [47,48], where it was highlighted that most of the applications had selected to implement variants based on AHP. In [49], a novel fuzzy multi-actor MCDM method was used in an application of hydrogen technology, where 15 criteria were used for the sustainability assessment. In [17], during deterministic TOPSIS, the weights for each criterion were considered fixed, but under stochastic modelling, statistical distributions were employed to best fit the acquired data of the experts’ opinions. In [50,51], fuzzy VlseKriterijumska Optimizacija I Kompromisno Resenje (VIKOR) and AHP methods were applied using nine evaluation criteria for the assessment of renewable energy technologies in Turkey. The performance of several types of wind turbines was assessed in a case study in Taiwan, where the fuzzy ANP method was implemented [52]. The fuzzy ANP method was also implemented in [53], so as to mitigate the risks related to offshore wind farms, and finally, a comparison between these outcomes with the ANP and AHP methods was provided. Perera [54] has presented a study that combines MCDM and MOO in the designing process of Hybrid Energy Systems (HESs), using the fuzzy TOPSIS extension along with level diagrams. In [55], MCDM under uncertainty is discussed in an application where the alternatives’ weights are partially known. An extended and modified stochastic TOPSIS approach was implemented using interval estimations. In [56], a new stochastic-fuzzy MCDM method, called Fuzzy Stochastic Ordered Weighted Averaging (FSOWA), is presented so as to rank the alternatives and acquire the optimum alternative. The Monte Carlo method is applied to a decision-making, multi-stakeholder and hydro-environmental management case study in order to solve the uncertainty problem in [57]. A fuzzy MCDM method was also applied among energy technology alternatives so as to treat uncertainty. The AHP method under fuzziness is implemented while evaluating scores from experts [10].

3. Methodology

3.1. An Overview of Selected MCDM Methods

3.1.1. Weighted Sum Method (WSM) and Weighted Product Method (WPM)

The WSM is the simplest available method, applicable to single-dimensional problems, due to the fact that it follows an intuitive process. In the background of this method, the additive utility
hypothesis is applied, which implies that the overall value of every alternative is equivalent to the products’ total sum. In problems with the same units’ ranges across criteria, WSM is easily applicable; however, when the units’ ranges vary, for example when qualitative and quantitative attributes are employed, the problem becomes difficult to handle, as the aforementioned hypothesis is violated, and hence, normalisation schemes should be employed. It is common practice to use WSM along with other methods, for instance AHP, because of the method’s plain nature.

For the case of \( n \) criteria and \( m \) alternatives, the optimum solution to the problem is obtained by the following equation:

\[
A_{WSM}^* = \max_i \sum_{j=1}^{m} a_{ij} w_j
\]

where \( i = 1, \ldots, m \), \( A_{WSM}^* \) represents the weighted sum score, \( a_{ij} \) is the score of the \( i \)-th alternative with respect to the \( j \)-th criterion and \( w_j \) is the weight of the \( j \)-th criterion.

An alternative to the WSM is the WPM. WPM is closely related to the WSM with the main difference being a product instead of a sum in the method. Each alternative is compared to the rest through a multiplication of ratios that are related to every criterion. Finally, WPM is considered suitable for both single and multi-dimensional cases.

This method compares alternatives \( A_k \) and \( A_l \) in the equation below. The optimum solution in a pairwise comparison is the one that is at least equal to the rest of the alternatives, and more specifically, the best solution is \( A_k \) when \( R \left( \frac{A_k}{A_l} \right) > 1 \) (when considering a maximisation problem).

\[
R \left( \frac{A_k}{A_l} \right) = \prod_{j=1}^{n} \left( \frac{a_{kj}}{a_{lj}} \right)^{w_j}
\]

where, as previously, \( a_{ij} \) is the score of the \( i \)-th alternative with respect to the \( j \)-th criterion and \( w_j \) is the weight of the \( j \)-th criterion.

3.1.2. TOPSIS

TOPSIS, depicted in Figure 1, was initially proposed by Hwang et al. [58], and the idea behind it lies in the optimal alternative being as close in distance as possible from an ideal solution and at the same time as far away as possible from a corresponding negative ideal solution. Both solutions are hypothetical and are derived within the method. The concept of closeness was later established and led to the actual growth of the TOPSIS theory [59,60].

![Figure 1. TOPSIS methodology.](image)

After defining \( n \) criteria and \( m \) alternatives, the normalised decision matrix is established. The normalised value \( r_{ij} \) is calculated from Equation (3), where \( f_{ij} \) is the \( i \)-th criterion value for alternative \( A_j \) \( (j = 1, \ldots, m \) and \( i = 1, \ldots, n \)).

\[
r_{ij} = \frac{f_{ij}}{\sqrt{\sum_{j=1}^{m} f_{ij}^2}}
\]
The normalised weighted values $v_{ij}$ in the decision matrix are calculated as follows:

$$v_{ij} = w_i r_{ij}$$  \hspace{1cm} (4)

The positive ideal $A^+$ and negative ideal solution $A^-$ are derived as shown below, where $I'$ and $I''$ are related to the benefit and cost criteria (positive and negative variables).

$$A^+ = \{v_{1}^+, \ldots, v_n^+\} = \{(\text{MAX} \ v_{ij} | i \in I'), \ (\text{MIN} \ v_{ij} | i \in I'')\}$$  \hspace{1cm} (5)

$$A^- = \{v_{1}^-, \ldots, v_n^-\} = \{(\text{MIN} \ v_{ij} | i \in I'), \ (\text{MAX} \ v_{ij} | i \in I'')\}$$  \hspace{1cm} (6)

From the $n$-dimensional Euclidean distance, $D^+_j$ is calculated in (7) as the separation of every alternative from the ideal solution. The separation from the negative ideal solution follows in (8).

$$D^+_j = \sqrt{\sum_{i=1}^{n} (v_{ij} - v_{i}^+)^2}$$  \hspace{1cm} (7)

$$D^-_j = \sqrt{\sum_{i=1}^{n} (v_{ij} - v_{i}^-)^2}$$  \hspace{1cm} (8)

The relative closeness to the ideal solution of each alternative is calculated from:

$$C_j = \frac{D^-_j}{(D^+_j + D^-_j)}$$  \hspace{1cm} (9)

After sorting the $C_j$ values, the maximum value corresponds to the best solution to the problem.

3.1.3. AHP

AHP was developed by Saaty [7], in 1980, and it is extensively applied in problems involving multiple, often conflicting, criteria [34]. The aim of AHP is to define the optimum alternative and to categorise the others considering the criteria that describe them. In order to apply the original AHP method, four steps should be followed, as shown in Figure 2.

**Figure 2.** AHP methodology.

The first phase involves the structuring of the decision problem into a hierarchical structure. The aim is at the top of the hierarchy; the next level includes the criteria affecting the decision; and finally, the alternatives are placed at the bottom of the hierarchy. In the second phase, the weights for each criterion should be obtained. A pairwise comparison matrix ($A$), or judgmental matrix, should be compiled. The entry in row $i$ and column $j$ of $A$ ($a_{ij}$) represents how much more important criterion $i$ is than $j$ with respect to the alternative. Saaty [7] suggested, for the quantification of qualitative data, a scale of relative importance, i.e., the values used for any given pair vary from 1 (where $i$ and $j$ have equal importance) to 9 (where $i$ is absolutely more important than $j$). If criterion $i$ has one of the previous non-zero numbers assigned to it when compared to $j$, then $j$ has the reciprocal value when compared to $i$. $W_i$ reflects the importance of the $i$-th criterion and is estimated as the average of the entries in row $i$ of the $A$ matrix normalised. Equations (10) and (11) are used to check the consistency of the pairwise comparisons.
\[ \lambda_{\text{max}} = \frac{1}{n} \sum_{i=1}^{n} a_{ii} \]  
where \( \lambda_{\text{max}} \) is the maximum Eigen value, \( A \) is the pairwise comparison matrix and \( W \) is the weight vector.

The Consistency Index (CI) is defined as:

\[ CI = \frac{(\lambda_{\text{max}}) - n}{n - 1} \]  
where \( \lambda_{\text{max}} \) is the maximum Eigen value from the previous equation.

The CI is then compared to the Random Index (RI) for the appropriate value of \( n \) (Table 1).

**Table 1.** Random Index (RI) for different values of \( n \) [3].

<table>
<thead>
<tr>
<th>( n )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI</td>
<td>0.00</td>
<td>0.58</td>
<td>0.90</td>
<td>1.12</td>
<td>1.24</td>
<td>1.32</td>
<td>1.41</td>
<td>1.45</td>
<td>1.49</td>
</tr>
</tbody>
</table>

If \( CI/RI > 0.10 \), serious inconsistencies may exist, while if \( CI/RI < 0.10 \), the degree of consistency is considered satisfactory.

The third step refers to finding the score of each alternative for each criterion. A pairwise comparison matrix for each aim must be constructed. In the end, the best alternative (in the maximisation case) is the one that has the greatest value in the following expression:

\[ AHP_i = \sum_{j=1}^{m} \frac{a_{ij}}{\sum_{i=1}^{n} a_{ij}} \times w_j \]  
where \( AHP_i \) is the score of the \( i \)-th alternative, \( m \) is the number of alternatives, \( n \) is the number of the criteria, \( a_{ij} \) represents the actual value of the \( i \)-th alternative in terms of the \( j \)-th criterion and \( w_j \) is the weight of importance of the \( j \)-th criterion.

The AHP is particularly relevant when qualitative criteria, such as environmental or political impacts, are considered. It is widely employed for energy planning problems because of its plainness and its ability to check consistency. Furthermore, throughout this method, the hierarchy is revealed after the breakdown of the problem, which enables understanding and defining the process itself. It is also suitable for dealing with technological characteristics and future aspects that are not well known [3,34]. It should be noted that AHP cannot directly consider potential associations amongst many components, as it performs poorly when different levels are independent, which implies that the method is unsuccessful in representing the complicated connections among the components. A few extensions of the AHP method have been proposed that are able to deal with these problems [61], such as the ANP method [14].

### 3.1.4. Elimination Et Choix Traduisant la Réalité (ELECTRE)

The ELECTRE method was conceived of by Bernard Roy [62]. ELECTRE is not just a method, but a different decision support philosophy. Until recently, it has been successfully applied in many diverse fields. ELECTRE appears in the following variations: ELECTRE I, II, III, IV, IS and TRI [12]. Each extension is based on the same background, but they operate in different ways [63]. Through a selection procedure, when employing ELECTRE I and IS, a single option or group of options is selected and assigned to a kernel of preferred alternatives. A ranking of all options considered in pairs is achieved by employing ELECTRE II, III and IV, which serve as classification procedures. Finally, all options to predefined categories are assigned by ELECTRE TRI [4,64]. The method is characterised by thresholds and the outranking notion. ELECTRE presents the indifference threshold idea, and
where the preferences are defined again [63]. The decision-makers are the ones to define the indifference threshold. Theoretically, there is a good reason to insert a middle area in between the indifference and the strict preference. Such a hesitation zone is regarded as a weak preference [63].

ELECTRE generates a whole system of binary outranking relations among the alternatives. Since the system may be incomplete, the preferred alternative occasionally cannot be identified. A core of leading alternatives is produced. According to this method, there is a better view of the alternatives when the least favourable choices are removed, which is particularly suitable when there are only a few criteria and many alternatives in the case [5].

As mentioned earlier, there are many variations of ELECTRE. In this study, ELECTRE I is selected, as described in [4,65], and as based on the scope and relevant literature, seems the most appropriate solution. As mentioned earlier, there are many variations of ELECTRE. In this study, ELECTRE I is selected, as described in [4,65], and as based on the scope and relevant literature, seems the most appropriate variation. In general two new matrices have to be created: the concordance matrix and dis-concordance matrix, as shown below:

$$C(hSk) = \frac{\sum_{j\in l'} w_j}{\sum_{j\in l} w_j}$$

where $l$ denotes the whole set of criteria and $l'$ corresponds to the set of criteria that belong to the concordant coalition, by following ELECTRE’s outranking framework.

$$D(hSk) = \max \left\{ r: r_{hj} \leq r_{kj} \right\} = \frac{r_{kj} - r_{hj}}{d_{max}}$$

where $r_{hj}$ represents the performance of the $h$-th alternative against the $j$-th criterion and $d_{max}$ denotes the maximal difference between the performance of alternatives.

3.1.5. Preference Ranking Organization Method for Enrichment Evaluation (PROMETHEE)

PROMETHEE is an MCDM method that was developed in 1985 [66]. Six different extensions based on the ranking were developed and used by decision-makers. First, PROMETHEE I uses partial ranking; PROMETHEE II uses complete ranking; PROMETHEE III ranks based on intervals; PROMETHEE IV is the continuous instance of the previous; PROMETHEE V includes integer linear programming and net flows; and PROMETHEE VI represents the human brain. PROMETHEE ranks the alternatives using the outranking procedure.

PROMETHEE is applied in five steps as shown in Figure 3. First, the decision-maker’s preference between two actions is presented by a preference function independently. Second, the proposed set alternatives are compared between each other with respect to the preference function, and third, the comparisons’ results and the criterion’s value of each alternative are illustrated in a matrix. At the fourth step, PROMETHEE I’s approach is used so as to sort out the partial ranking, and finally, the fifth action contains the PROMETHEE II process in order to finish the alternative rankings [3].

![Figure 3. PROMETHEE methodology.](image)

The formulae used in this implementation of PROMETHEE I are listed below, as described in [3,67]. An important feature of PROMETHEE I is that the sum of the scores equals zero, which informs the reader how far an alternative is from the average performance of the whole set. The decision-makers may select different types of criteria, which are associated with different graphical representations of the preference function. The Type I (usual) and Type IV (level from) preference functions are the best options for qualitative criteria, while the Type III (V-shaped) and Type V (linear) preference functions are the best options for quantitative criteria [68]. The choice between them (Type I or IV; and Type III or V) will depend on whether the decision-maker wants to introduce an indifference threshold or not.
The Type II (U-shaped) and Type VI (Gaussian) preference functions are used less often. The preference functions of both Types I and V are defined below, since in the case study to follow, qualitative criteria are included.

The preference function for Type I is:

\[
p(x) = \begin{cases} 
0, & \text{for } \forall x \leq 0 \\
1, & \text{for } \forall x > 0 
\end{cases}
\]

where \( x \) denotes the numerical difference in the evaluation of two alternatives for a certain criterion.

The preference function for Type V is:

\[
p(x) = \begin{cases} 
0, & \text{for } x \leq s \\
\frac{x-s}{r-s}, & \text{for } s \leq x \leq s+r \\
1, & \text{for } x \geq s+r 
\end{cases}
\]

where \( s \) and \( (s+r) \) denote the indifference and preference for each evaluation \( x \). The multi-criteria preference degree is calculated from:

\[
\pi(a,b) = \sum_{h=1}^{K} w_h p(a,b)
\]

where \( w \) represents the weight of each criterion.

Outgoing flow is represented as:

\[
\Phi^+(a) = \sum_{x \in K} \pi(a,x)
\]

Incoming flow is defined as:

\[
\Phi^-(a) = \sum_{x \in K} \pi(x,a)
\]

Net flow is derived from:

\[
\Phi(a) = \Phi^+(a) - \Phi^-(a)
\]

3.2. Stochastic Expansion of Deterministic MCDM

In a real-life scenario, there are always unknown facts, which are often practically impossible to identify. For this reason, vague simplifications are often necessary in order to represent a realistic condition. The earlier researchers and practitioners used to address uncertainty by assigning numerical values to each factor and logically combining them together [69], i.e., through employing most likely values or corresponding quantiles. The term “deterministic” is related to a certain entity. Deterministic models are used to describe one out of many possible results in a reference problem. On the other hand, “stochastic” comes from the Greek “to aim” and refers to a “random” outcome. A number of potential outcomes, which are characterised by their probabilities or likelihood, is best represented through stochastic modelling. Consequently, stochastic processes denote the set of random variables that are related to a varying factor. Such processes consist of a state space, which represents the potential values, where the random variables may be related to each other [57].

Real-life problems and human judgment are, in most cases, unclear and vague and cannot be represented as fixed values. For that reason, the fuzzy set logic is often implemented in MCDM problems. Fuzzy logic allows capturing the concept of the fuzziness of a system as measurable values. Fuzzy logic and probabilities show a different view and expression for uncertainty. The former theory implements the concept of fuzzy set membership, whereas the latter implements the concept of subjective probability [70]. A wider review of the fuzzy modelling and renewable energy systems is provided in [70].
A stochastic method can be more informative than a deterministic method because the former accounts for the uncertainty due to the varying behavioural characteristics of the target system. Deterministic methods are mainly used to describe simple, natural phenomena on the basis of physical laws and are not fit-for-purpose for large and complicated applications. Consequently, real-world behaviour is better reflected by employing methods relevant to stochastic simulations. The latter can include the uncertainty of real-world applications, where system modelling is not trivial. Stochastic methods can increase the confidence of the decision-maker in the final results and analysis and can be more appropriate for cases where the heterogeneity of important factors is critical as the uncertainty of the considered system increases. In general, it is not feasible to obtain an analytical expression for stochastic problems, which would require more computational time and resources to deliver a satisfactory solution [57].

The Monte Carlo simulation method is a particularly useful approach in stochastic modelling, as it can mitigate the problems of deterministic analysis. Such an expansion of deterministic methods is developed in this paper. Principally, the Monte Carlo simulation method is an approach to represent the random nature of stochastic processes. The most fundamental part of such a method is the generation of random numbers as input sets, which are drawn randomly. Algorithms that implement the Monte Carlo simulation method consist of a sequence of finite states, a mapping function for the finite states, the probability distribution of finite states, the output space and a mapping function between the finite states and the output space [71].

The approach proposed in this paper for the stochastic expansion of deterministic methods, follows the approach proposed in [17], expanded for different methods, and is based on the fact that input variables are considered stochastically as statistical distributions that are derived by best fitting of the data collected for each value in the decision matrix and weight vector. Stochastic input data will allow Monte Carlo simulations to perform numerous iterations of analysis in order to quantify results and identify the number of cases where the optimum solution will prevail, i.e., there is a $P_i$ probability that option $X_i$ will rank first. Figure 4. Stochastic expansion algorithm of deterministic MCDM methods illustrates the sequence of steps followed.

![Stochastic expansion algorithm of deterministic MCDM methods](image)

**Figure 4.** Stochastic expansion algorithm of deterministic MCDM methods.

4. Case Study

Among most of the operating offshore wind turbines installed in the Round 1 and 2 regions in the U.K., monopile foundations have been constructed in water depths of no more than 35 m [72] while the average water depth in an offshore wind farm in Europe was 27 m and distance from shore 43 km, as recorded by 2016 [73,74]. Due to risk and cost limitations related to fabrication, transportation and installation, these foundation options are not considered viable solutions in depths that exceed 30–35 m [72], although extensive research is currently taking place to push this boundary further. Moving further away from the shore, towards deeper waters, can lead to higher electricity production primarily due to the higher wind shear, more available space and lower social impact; however, deep water installations demand considerably higher volumes of materials and installation effort, resulting in higher costs.
The advantage of fixed structures is that the designs have already been deployed in many wind farms for years and similar concepts have been deployed for decades in the oil and gas industry. However, fixed structures are not compatible in deeper waters because the designs became impractical, more complicated and unsuitable for mass production. For sites that exceed the limit of 60–70 m, the bottom-fixed foundations encounter both technical and economic restrictions, and it is expected that the floating wind turbine support structure concepts will become more applicable solutions [75,76].

Currently, several floating concepts are being developed and tested in order to qualify for scaling and further production. Floating structures still have high costs, face issues with the footprint of the moorings, limitations for the minimum water depth in which to operate and finally design constraints regarding the complications of volume construction.

In this case study, data were collected considering both fixed and floating structures from structured questionnaires from 20 experts in the wind energy field, with at least seven years’ experience in the design and implementation of RE projects. The data received were statistically processed accordingly in a preliminary study of the authors, as presented extensively in [17]. This present study aims to highlight the suitability of different MCDM methods for this problem with a view toward illustrating how well each method performs following a qualitative validation of the outcomes.

**Decision Criteria and Alternatives**

For this analysis, 10 design alternatives for offshore support structures are chosen, each evaluated based on 10 different criteria, listed in Tables 2 and 3 (where TLP stands for Tensioned Leg Platform). These were selected so as to extend previous work and for comparison purposes [18,21,75,77,78]. The 10 selected criteria have been qualified through a comprehensive list of 36 criteria for practicality purposes, based on semi-structured experts’ interviews and have been evaluated using qualitative variables.

- The compliance/maximum displacement of the rotor is considered to be a negative variable, and it represents the maximum displacement likely to be expected at the hub of the rotor that is affected by the support structure. It is treated in a different way for the floating and fixed structures; however, it does affect the rotor similarly for both structures.
- Dynamic performance is a positive variable, and it defines qualitatively the performance of a support structure in combination with the environmental effects and the operating loads. It is treated in a different way for the floating and fixed structures; the former has to combine the coupled effect of waves and turbine loads.
- Design redundancy is a positive variable, and it defines the capability to redistribute the load when a local failure is encountered.
- The cost of maintenance is a negative variable, and it reflects the qualitative assessment of the possible maintenance costs when, for example, any necessary equipment is involved or weather issues occur.
- The cost of installation is a negative variable, and it represents the qualitative assessment of the possible installation costs along with procedures, such as piling, etc.
- Environmental impact is a negative variable regarding the installation, operation and decommissioning impact of the foundation. Impacts on the natural environment can be considered as noise, visual, shadowing effects, disruption of the fish population’s routes, etc.
- Carbon footprint is a negative variable that takes into account the CO$_2$ emissions that were produced during all of the procedures needed for the support structure, such as the fabrication and installation processes.
- Certification is a positive variable and reflects the confidence level against a range of engineering uncertainties. This covers a number of cases from existing installations related to the current application, to different applications or no applications at all.
The likely cost is a negative variable. It represents the relative qualitative assessment of each of the concept’s costs, which, to some extent, could be quantified through the Net Present Value (NPV).

Depth compatibility is a positive variable and represents the confidence levels when deploying a concept, which considers current installations for any applications with respect to a reference depth.

A Likert scale has been employed in the questionnaires in order to provide uniform input data. The experts were asked to identify their level of agreement or disagreement using a number from within the 1–9 scores, as the Likert scale suggests. The scale usually states nine as the most critical response. The same 1–9 scales was used to rank the different alternatives that correspond to the design criteria. According to the positive or negative nature of the criteria, nine and one are the optima, respectively. Although usually in practice, the Likert scale is defined through a 1–5 scale, due to the fact that statistical processing has followed the collection of the data, a broader range of values was deemed more appropriate.

Table 2. List of criteria.

<table>
<thead>
<tr>
<th>ID</th>
<th>Decision Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Compliance/Max Displacement of Rotor</td>
</tr>
<tr>
<td>B</td>
<td>Dynamic Performance</td>
</tr>
<tr>
<td>C</td>
<td>Design Redundancy</td>
</tr>
<tr>
<td>D</td>
<td>Cost of Maintenance</td>
</tr>
<tr>
<td>E</td>
<td>Cost of Installation</td>
</tr>
<tr>
<td>F</td>
<td>Environmental Impact</td>
</tr>
<tr>
<td>G</td>
<td>Carbon Footprint</td>
</tr>
<tr>
<td>H</td>
<td>Certification</td>
</tr>
<tr>
<td>I</td>
<td>Likely Cost</td>
</tr>
<tr>
<td>J</td>
<td>Depth Compatibility</td>
</tr>
</tbody>
</table>

Table 3. List of alternatives.

<table>
<thead>
<tr>
<th>ID</th>
<th>Decision Alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Jacket</td>
</tr>
<tr>
<td>A2</td>
<td>Tripod</td>
</tr>
<tr>
<td>A3</td>
<td>Monopile</td>
</tr>
<tr>
<td>A4</td>
<td>Suction Bucket</td>
</tr>
<tr>
<td>A5</td>
<td>Jack-up</td>
</tr>
<tr>
<td>A6</td>
<td>Spar</td>
</tr>
<tr>
<td>A7</td>
<td>Barge</td>
</tr>
<tr>
<td>A8</td>
<td>TLP</td>
</tr>
<tr>
<td>A9</td>
<td>Semi-Submersible</td>
</tr>
<tr>
<td>A10</td>
<td>Tri-floater</td>
</tr>
</tbody>
</table>

In order to define the problem, a relatively large-scale wind turbine (such as 5.5 MW) was considered to be installed in a 40-m water depth, and 10 design configurations were proposed for the support structure against the 10 selected criteria. The depth is considered to be a key parameter of the problem, as it is expected that it will influence the final outcome based on the experts’ responses. The designs included five fixed and five floating support options.

All design alternatives have both advantages and disadvantages, and that is the reason behind the proposed criteria and how their aggregation can qualify as the best performance. Several more support structures can be found in the literature, including some concepts that combine different types’ features in a single design. These types usually have some advantages, overcoming some of the problems, and are suitable for a wide range of water depths. These hybrid structures are outside the scope of this paper, but could be investigated further in the future; however, the approach suggested in this paper is applicable for their assessment.

In Table 4, the mean evaluation values of the processed questionnaires are presented.
5. Results and Discussion

5.1. Deterministic Results

The results of the deterministic application of the MCDM methods are presented in this section. In the context of this application, certain criteria had to be maximised, and others had to be minimised. Here, only maximisation is considered, and any criteria for minimisation are multiplied by \(-1\), where relevant. Most of the methods provide absolute scores, which are used for ordering the solutions at the end. Since maximisation is considered, the score should be as high as possible. When a method generates a pairwise solution, the solution that outperforms most of the other alternatives is considered to be the optimum.

As can be seen from Figure 5, in most cases, the methods derive close optimum solutions. Table 5 summarises the WSM, WPM, TOPSIS, AHP, PROMETHEE I and ELECTRE I results and ranking.

![Figure 5. Ranks comparison for the WSM, WPM, TOPSIS, AHP, PROMETHEE I and ELECTRE I methods.](image)

In more detail:

- **WSM**: This has been the simplest method applied, and the result for the optimal solution is Alternative A3, the monopile design, followed by A1 (jacket) as the second option.
- **WPM**: WPM generates a matrix with pairwise comparison performance, as shown in Table 6. Hence, in this case, A1 (jacket) is superior to all of the other alternatives, because the ratio is higher than one in all cases. Following this, the monopile stands as the second best option.
- **TOPSIS**: According to this method, again, the jacket (A1) design achieves the highest score followed by the monopile concept.
- **AHP**: This method ranks the monopile (A3) design highest, followed by the jacket. The final ranking seems to be closer to the rest of the methods, and this can be explained due to the similarity of this method to the WSM.
- **PROMETHEE I**: Two different types of criteria were employed for the PROMETHEE I method. First, the Type I preference function was applied, and the monopile (A3) was found to be the best alternative in this case. Second, the results from the Type V preference function indicate that the jacket design achieves the highest score (A1).
- **ELECTRE I**: As a result, this method generates two matrices, which cumulatively qualify the tripod (A2) as the best option followed by the monopile and jacket.
Table 4. Mean evaluation values (design matrix) and normalised mean values of the weights.

<table>
<thead>
<tr>
<th>Alternatives/Criteria</th>
<th>Compliance/Max Displacement of Rotor</th>
<th>Dynamic Performance</th>
<th>Design Redundancy</th>
<th>Cost of Maintenance</th>
<th>Cost of Installation</th>
<th>Environmental Impact</th>
<th>Carbon Footprint</th>
<th>Certification Likely Cost</th>
<th>Depth Compatibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jacket</td>
<td>1.6</td>
<td>7.7</td>
<td>7.8</td>
<td>5.9</td>
<td>6.6</td>
<td>7.4</td>
<td>6.6</td>
<td>7.7</td>
<td>5.7</td>
</tr>
<tr>
<td>Tripod</td>
<td>2</td>
<td>7.2</td>
<td>6.3</td>
<td>5.8</td>
<td>6.2</td>
<td>6.9</td>
<td>6.2</td>
<td>7.2</td>
<td>5.3</td>
</tr>
<tr>
<td>Monopile</td>
<td>2.7</td>
<td>6.5</td>
<td>5.7</td>
<td>4.7</td>
<td>5.9</td>
<td>6.5</td>
<td>5.2</td>
<td>7.8</td>
<td>4.4</td>
</tr>
<tr>
<td>Suction Bucket</td>
<td>3.3</td>
<td>6.1</td>
<td>5</td>
<td>5</td>
<td>5.3</td>
<td>6.5</td>
<td>5.1</td>
<td>5.9</td>
<td>4.5</td>
</tr>
<tr>
<td>Jack-up</td>
<td>3.2</td>
<td>6.6</td>
<td>6.1</td>
<td>5.4</td>
<td>4.6</td>
<td>5</td>
<td>5.9</td>
<td>6.8</td>
<td>7</td>
</tr>
<tr>
<td>Spar</td>
<td>5.8</td>
<td>5.9</td>
<td>5.1</td>
<td>4.8</td>
<td>4.8</td>
<td>3.6</td>
<td>5.3</td>
<td>5.4</td>
<td>6.5</td>
</tr>
<tr>
<td>Barge</td>
<td>6.6</td>
<td>4.6</td>
<td>5.3</td>
<td>4.6</td>
<td>3.8</td>
<td>3.4</td>
<td>5.3</td>
<td>5.2</td>
<td>5.9</td>
</tr>
<tr>
<td>TLP</td>
<td>4.2</td>
<td>6.6</td>
<td>4.4</td>
<td>5.7</td>
<td>5.6</td>
<td>5.2</td>
<td>6</td>
<td>5.5</td>
<td>7.3</td>
</tr>
<tr>
<td>Semi-Submersible</td>
<td>5.6</td>
<td>5.8</td>
<td>5.3</td>
<td>4.6</td>
<td>4.2</td>
<td>3.7</td>
<td>5.9</td>
<td>5.6</td>
<td>6.7</td>
</tr>
<tr>
<td>Tri-floater</td>
<td>5.5</td>
<td>5.7</td>
<td>4.9</td>
<td>5</td>
<td>3.9</td>
<td>3.5</td>
<td>5.7</td>
<td>4.3</td>
<td>6.4</td>
</tr>
<tr>
<td>Normalised weight values</td>
<td>0.11</td>
<td>0.09</td>
<td>0.09</td>
<td>0.13</td>
<td>0.12</td>
<td>0.08</td>
<td>0.07</td>
<td>0.09</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Table 5. WSM, TOPSIS, AHP, PROMETHEE I and ELECTRE I results and rank.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>WSM Score</th>
<th>WPM Score</th>
<th>TOPSIS Score</th>
<th>AHP Score</th>
<th>PROMETHEE I Type I Score</th>
<th>PROMETHEE I Type V Score</th>
<th>ELECTRE I Score</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>−0.68968</td>
<td>2</td>
<td>0.6278</td>
<td>1</td>
<td>−0.0191</td>
<td>0.0956</td>
<td>0.225556</td>
<td>1</td>
</tr>
<tr>
<td>A2</td>
<td>−0.84274</td>
<td>3</td>
<td>0.6222</td>
<td>3</td>
<td>−0.0218</td>
<td>0.1071</td>
<td>0.11</td>
<td>2</td>
</tr>
<tr>
<td>A3</td>
<td>−0.67306</td>
<td>1</td>
<td>0.6237</td>
<td>2</td>
<td>−0.019</td>
<td>0.3758</td>
<td>0.153333</td>
<td>3</td>
</tr>
<tr>
<td>A4</td>
<td>−1.0571</td>
<td>5</td>
<td>0.5423</td>
<td>5</td>
<td>−0.0258</td>
<td>0.0336</td>
<td>0.046667</td>
<td>5</td>
</tr>
<tr>
<td>A5</td>
<td>−0.93839</td>
<td>4</td>
<td>0.5899</td>
<td>4</td>
<td>−0.0233</td>
<td>0.1023</td>
<td>0.088889</td>
<td>4</td>
</tr>
<tr>
<td>A6</td>
<td>−1.485</td>
<td>9</td>
<td>0.3662</td>
<td>10</td>
<td>−0.0344</td>
<td>−0.2051</td>
<td>−0.17889</td>
<td>9</td>
</tr>
<tr>
<td>A7</td>
<td>−1.27484</td>
<td>7</td>
<td>0.4108</td>
<td>8</td>
<td>−0.0309</td>
<td>0.059</td>
<td>−0.10111</td>
<td>8</td>
</tr>
<tr>
<td>A8</td>
<td>−1.6779</td>
<td>10</td>
<td>0.3815</td>
<td>9</td>
<td>−0.0372</td>
<td>−0.4568</td>
<td>−0.18111</td>
<td>10</td>
</tr>
<tr>
<td>A9</td>
<td>−1.21339</td>
<td>6</td>
<td>0.4347</td>
<td>6</td>
<td>−0.0293</td>
<td>0.0123</td>
<td>−0.08</td>
<td>6</td>
</tr>
<tr>
<td>A10</td>
<td>−1.33065</td>
<td>8</td>
<td>0.429</td>
<td>7</td>
<td>−0.0312</td>
<td>−0.1238</td>
<td>−0.08333</td>
<td>7</td>
</tr>
</tbody>
</table>
Table 6. WPM pairwise comparison matrix.

<table>
<thead>
<tr>
<th></th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
<th>A8</th>
<th>A9</th>
<th>A10</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>1</td>
<td>1.0361</td>
<td>1.0188</td>
<td>1.0975</td>
<td>1.0750</td>
<td>1.1993</td>
<td>1.1391</td>
<td>1.2405</td>
<td>1.2405</td>
<td>1.1311</td>
</tr>
<tr>
<td>A2</td>
<td>0.9651</td>
<td>1</td>
<td>0.9833</td>
<td>1.0592</td>
<td>1.0375</td>
<td>1.1575</td>
<td>1.0994</td>
<td>1.1972</td>
<td>1.0916</td>
<td>1.1168</td>
</tr>
<tr>
<td>A3</td>
<td>0.9814</td>
<td>1.0169</td>
<td>1</td>
<td>1.0772</td>
<td>1.0551</td>
<td>1.1771</td>
<td>1.1180</td>
<td>1.2176</td>
<td>1.1101</td>
<td>1.1358</td>
</tr>
<tr>
<td>A4</td>
<td>0.9110</td>
<td>0.9440</td>
<td>0.9282</td>
<td>1</td>
<td>0.9794</td>
<td>1.0927</td>
<td>1.0378</td>
<td>1.1302</td>
<td>1.0305</td>
<td>1.0543</td>
</tr>
<tr>
<td>A5</td>
<td>0.9301</td>
<td>0.9638</td>
<td>0.9477</td>
<td>1.0209</td>
<td>1</td>
<td>1.1156</td>
<td>1.0596</td>
<td>1.1539</td>
<td>1.0521</td>
<td>1.0764</td>
</tr>
<tr>
<td>A6</td>
<td>0.8337</td>
<td>0.8639</td>
<td>0.8495</td>
<td>0.9151</td>
<td>0.8963</td>
<td>1</td>
<td>0.9498</td>
<td>1.0343</td>
<td>0.9431</td>
<td>0.9648</td>
</tr>
<tr>
<td>A7</td>
<td>0.8778</td>
<td>0.9095</td>
<td>0.8944</td>
<td>0.9635</td>
<td>0.9437</td>
<td>1.0528</td>
<td>1</td>
<td>1.0890</td>
<td>0.9929</td>
<td>1.0158</td>
</tr>
<tr>
<td>A8</td>
<td>0.8060</td>
<td>0.8352</td>
<td>0.8212</td>
<td>0.8847</td>
<td>0.8665</td>
<td>0.9667</td>
<td>0.9182</td>
<td>1</td>
<td>0.9117</td>
<td>0.9328</td>
</tr>
<tr>
<td>A9</td>
<td>0.8840</td>
<td>0.9160</td>
<td>0.9007</td>
<td>0.9703</td>
<td>0.9504</td>
<td>1.0603</td>
<td>1.0070</td>
<td>1.0967</td>
<td>1</td>
<td>1.0230</td>
</tr>
<tr>
<td>A10</td>
<td>0.8641</td>
<td>0.8953</td>
<td>0.8804</td>
<td>0.9484</td>
<td>0.9289</td>
<td>1.0363</td>
<td>0.9843</td>
<td>1.0720</td>
<td>0.9774</td>
<td>1</td>
</tr>
</tbody>
</table>

Jacket qualifies as the best alternative for WPM, TOPSIS and PROMETHEE I Type V, while monopile is the best alternative for WSM, AHP and PROMETHEE I Type I. From experience, it would be expected that these two concepts would score higher, as their implementation would introduce lower risk, as they are the most widely-used concepts to date [74]. Although the applicability boundaries of monopiles are pushed to account for deeper waters in order to take advantage of their ease in fabrication and installation, the threshold of 35 m would still face challenges to be achieved due to practical, technical difficulties [79–81]. Hence, the jacket would be expected to be the prevailing concept for this problem.

It is not surprising that WSM, AHP and PROMETHEE I Type I methods consider the monopile as the best alternative, since they are the least sophisticated methods among those evaluated. The maintenance and likely costs, which have a negative nature, are the criteria that obtained the highest values for the vector weight, and for both of them, the monopile has a much lower score than the jacket; hence, it can be concluded that the effect of these extreme scores has been underestimated by using these less sophisticated methods. Results obtained from the deterministic application of the different methods employed in this paper can be supported by the findings of other studies for similar problems comparing different MCDM methods, i.e., [82–84].

5.2. Stochastic Results

For all deterministic MCDM methods, stochastic expansion through Monte Carlo simulations was performed through appropriately-developed stochastic algorithms, following the process presented in Section 3. Input variables were modelled through truncated normal distributions. Each Monte Carlo iteration produced random inputs for each of the stochastic variables, which were fed into an iterative generation of deterministic decision matrices. The output from each case was recorded, and the best solution for each iteration was stored, so as to aggregate how frequently each alternative outperformed the others. Due to the relatively high probabilities of failure to be captured, the rule of thumb of two orders of magnitude more simulations than the expected measured probability was followed (resolution of 1%), consisting of 100,000 iterations for each simulation. A convergence study highlighted that this resolution of analysis was sufficient for this problem. Figure 6 presents the probability of an alternative to score first, while Table 7 lists the results for 100,000 iterations with the probability of each design alternative scoring in each rank.
From the results of the stochastic analysis, it can be observed that Alternatives A1, A2 and A3 (jacket, tripod and monopile) consistently perform better than the rest with probabilities of ranking first between 49.4% (ELECTRE I) and 71.1% (PROMETHEE I TYPE V). Comparing fixed with floating options, the former rank higher with probabilities between 67.5% (ELECTRE I) and 83.7% (AHP). It should be noted that the PROMETHEE I TYPE V exaggerates in the prediction of the optimum alternative and presents some relative inconsistency with respect to the others, while ELECTRE I also seems to mis-ranking the least optimum options; hence, these methods seem to be less suitable for the reference application.

**Table 7. Stochastic WSM, TOPSIS, AHP, PROMETHEE I and ELECTRE I results.**

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>WSM %</th>
<th>WPM %</th>
<th>TOPSIS %</th>
<th>AHP %</th>
<th>PROMETHEE TYPE V</th>
<th>PROMETHEE TYPE I</th>
<th>ELECTRE I</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>21.64%</td>
<td>21.94%</td>
<td>18.12%</td>
<td>21.62%</td>
<td>47.75%</td>
<td>22.09%</td>
<td>27.33%</td>
</tr>
<tr>
<td>A2</td>
<td>14.39%</td>
<td>14.34%</td>
<td>14.40%</td>
<td>14.40%</td>
<td>17.26%</td>
<td>15.27%</td>
<td>15.80%</td>
</tr>
<tr>
<td>A3</td>
<td>25.62%</td>
<td>23.59%</td>
<td>24.09%</td>
<td>25.16%</td>
<td>6.07%</td>
<td>23.07%</td>
<td>6.24%</td>
</tr>
<tr>
<td>A4</td>
<td>11.30%</td>
<td>12.19%</td>
<td>12.84%</td>
<td>11.13%</td>
<td>2.67%</td>
<td>9.81%</td>
<td>3.55%</td>
</tr>
<tr>
<td>A5</td>
<td>10.35%</td>
<td>8.73%</td>
<td>11.58%</td>
<td>11.13%</td>
<td>9.62%</td>
<td>10.41%</td>
<td>14.59%</td>
</tr>
<tr>
<td>A6</td>
<td>3.37%</td>
<td>4.29%</td>
<td>3.73%</td>
<td>3.31%</td>
<td>2.75%</td>
<td>3.80%</td>
<td>4.96%</td>
</tr>
<tr>
<td>A7</td>
<td>4.65%</td>
<td>6.04%</td>
<td>5.11%</td>
<td>4.28%</td>
<td>1.09%</td>
<td>5.65%</td>
<td>3.01%</td>
</tr>
<tr>
<td>A8</td>
<td>1.24%</td>
<td>1.64%</td>
<td>2.14%</td>
<td>1.60%</td>
<td>8.92%</td>
<td>1.13%</td>
<td>12.84%</td>
</tr>
<tr>
<td>A9</td>
<td>4.83%</td>
<td>4.27%</td>
<td>4.88%</td>
<td>4.57%</td>
<td>2.94%</td>
<td>5.56%</td>
<td>7.90%</td>
</tr>
<tr>
<td>A10</td>
<td>2.60%</td>
<td>2.97%</td>
<td>3.11%</td>
<td>2.50%</td>
<td>0.93%</td>
<td>3.20%</td>
<td>3.79%</td>
</tr>
</tbody>
</table>

The results above are countersigned by current practice as fixed support structures, and particularly, monopiles and jackets have reached far higher Technology Readiness Level (TRL) than floating concepts, which are still to achieve full commercialisation due to the various risks associated with their wider implementation (i.e., design for volume production, cost of moorings, dynamic performance, etc.). It should also be observed that the definition of the problem, referring to a 40-m depth deployment, consists of a determining factor of this conclusion, as it is expected that for the case of a deeper installation (i.e., 70 m), fixed concepts would have scored much lower in the criteria of cost of maintenance, cost of installation, certification, likely cost and depth compatibility.

Based on the results obtained, two separate studies were also evaluated, considering separately the fixed and floating concepts. The outcomes have shown again that the three fixed concepts (jacket, monopole and tripod) have significantly higher scores than the suction bucket and jack-up, while for
the floating concepts, spar, barge and TLP outperform the tri-floater and semi-sub. These findings illustrate that the stochastic approach proposed in this paper is able to evaluate the relative risks encountered with the selection of each of the chosen options.

6. Conclusions

The application of MCDM methods in engineering problems and particularly those related to renewable energy applications, can provide useful insight for decision-makers towards more qualified decisions. The present study demonstrated the application of six MCDM methods that are frequently used on numerous renewable energy applications, namely WSM, WPM, TOPSIS, AHP, PROMETHEE I and ELECTRE I, and their extension to consider stochastic inputs and assign confidence levels in the resulting outputs.

For the reference case study, 10 significant technical and non-technical criteria were employed to assess the optimal solution among 10 different alternatives of support structures for offshore wind turbines. After applying the MCDM methods on the case deterministically, it can be concluded that most methods agree on identifying the set with the highest score, with the most sophisticated methods, i.e., TOPSIS and PROMETHEE, more accurately predicting the jacket type configuration as the prevailing one, followed by the monopile. The expansion of the methods to account for uncertain inputs has shown similar results, qualifying the fixed concepts and, in particular, the jacket, tripod and monopile, as the prevailing options. A reasonable agreement can be observed among the methods, with the exceptions of PROMETHEE I TYPE V and ELECTRE I, which seem less suitable for this purpose, as they misjudge the ranking of the less optimal options. It should be noted here that a conclusion cannot be generalised, i.e., that one method outperforms the rest, as accuracy in prediction depends on the nature of the problem, as well as the data collection and processing in a way that best fits each individual method and application.
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