A Parameter Identification Method for Dynamics of Lithium Iron Phosphate Batteries Based on Step-Change Current Curves and Constant Current Curves
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Abstract: Parameterization of battery dynamics based on terminal operating data is a main concern in engineering applications of batteries. The key technology is designing an adequate test procedure and a data processing procedure to excite different inner dynamics and then estimate the parameters of a corresponding equivalent circuit model (ECM). This paper proposes a parameter identification method that utilizes the terminal voltage curves (TVC) under step-change current conditions and constant current conditions. With this method, I-V characteristics of battery’s Ohmic resistance, mass diffusion process, thermal process, and SOC varying process are decoupled and parametric functions of an ECM are obtained. Experimental results show that the method is easy to be implemented and modeling accuracy is sufficient for applications.
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1. Introduction

Battery parameterization is important for engineering applications such as consistency evaluation, cell balancing and fault detection [1]. A lithium-ion battery can be considered as a multi-timescale dynamic system as shown in Figure 1. Under most operating conditions, inputs of the system are operating current and ambient temperature, and outputs of the system are terminal voltage and surface temperature. Dynamics inside the battery are Ohmic resistance, electrical double layer process, mass diffusion process, thermal process, SOC varying process, reversible process and ageing process [2]. These dynamics belong to different timescales and are often modeled with the equivalent circuit model (ECM) shown in Figure 2 [3]. In this ECM, electromotive force (EMF) is modeled as E, Ohmic resistance, electrical double layer process and mass diffusion process are modeled as $R_0$, $R_{ct}C_{d}$ branch and $R_sC_s$ branch, and the remaining dynamics are considered as different factors that influence the ECM parameters. Therefore, battery parameterization is identification of the ECM parameters via external characteristics. For simplicity, lithium-ion battery dynamics within a charge/discharge cycle is considered in this paper, and the influences of reversible process and ageing process on battery’s characteristics are neglected.

The relationship between different dynamics shown in Figure 3 can be built based on above discussion and existing researches [4–7]. In Figure 3, $i$ is operating current, $T_{amb}$ is ambient temperature, $U$ is terminal voltage, $T_{surf}$ is surface temperature, $T_{in}$ is internal temperature, $Z_{in}$ is internal impedance, $E$ is EMF. $Z_{in}$ is the key parameter determining battery’s performance. This impedance reflects battery’s Ohmic resistance, double layer process and mass diffusion process. As shown in the figure,
$Z_{in}$ is a function of $i$, SOC and $T_{in}$. Therefore, the multiplication between $i$ and $Z_{in}$ determines the nonlinearity of a battery. SOC and $T_{in}$ are outputs of SOC varying process and thermal process respectively. These two processes have similar timescales [3] and have major influence on $Z_{in}$ [5,6]. Therefore, they are coupled and critical for ECM parameter identification.

![Battery schematic](image)

**Figure 1.** Systematic view of a battery.

![Equivalent circuit model](image)

**Figure 2.** A typical equivalent circuit model for battery dynamics.

![Battery dynamics](image)

**Figure 3.** Relationship between different battery dynamics.

Modeling of SOC varying process is often accomplished through SOC estimation. Plenty of SOC estimation methods have been proposed under conditions of different current and ambient temperature, which have been critically reviewed by [7]. Essentially, these methods are all based on parameter identification of the ECM or current integration, and some of them have sufficient accuracy for applications. This paper utilizes ampere-hour counting method along with open circuit voltage estimation method for SOC estimation, which is similar with the method in [8–10]. Estimation error is verified with constant current discharge test to insure the accuracy.
Thermal process is the dynamic of a battery’s internal temperature under different operating conditions. It is composed of heat generation process and heat transfer process, which are mainly determined by operating current and ambient temperature, respectively [11]. Several thermodynamic-based electrochemical models have been proposed for characterization of a battery [12–14] or battery pack [15–17]. These models highlight the general pattern of thermal process, but model parameters are obtained from typical experiments under laboratory conditions [18–21]. Battery’s internal temperature has distinct influence on ECM parameters in Figure 2, therefore, variations of ECM parameters can be utilized to depict the thermal process, and then the TVC fitting method can be used for thermal characteristics modeling [22–27]. However, most papers focus on the relationship between ECM parameters and ambient temperature, and the thermal process excited by operating current is not sufficiently studied. Therefore, thermal behavior of a battery cannot be sufficiently characterized [28], which is needed for inconsistency evaluation [1] and heat propagation study for batteries [29]. Because the time scales of thermal process and SOC varying process are similar, it is necessary to design a method that decouples the processes and identifies the parameters. Conventional methods use extra current transients to obtain the variation of ECM parameters during a thermal process [25,26]. These methods take long time to characterize a thermal process, and introduce extra thermal processes, which makes parameter identification more complex. Therefore, a simpler method is needed for thermal process parameterization.

In engineering applications, parameter identification methods based on battery’s I-V characteristics are preferred. One typical method is electrochemical impedance spectroscopy (EIS) test, which is suitable for material analysis and mechanism research [30–35]. Another method is terminal voltage curve (TVC) fitting, which utilizes system identification algorithms to calculate ECM parameters [36–38]. The TVC fitting method can be potentially implemented online under different operating conditions [39,40]. Therefore, it is more widely implemented in industry application [1]. It is clear from Figures 2 and 3 that estimating the parameters of the ECM is difficult because: (1) the ECM parameters are functions of many variations or factors such as operating current and SOC, and vice versa; (2) battery’s TVCs are determined by the coupled dynamics in Figure 1, therefore, the ECM parameters need to be separated before being identified; (3) parameter identification requires sufficient transients as excitation, but suffers from redundant transients as disturbance. Therefore, a useful parameter identification method should include: (1) an adequate test procedure to obtain battery’s TVCs which contain sufficient information of the dynamics; (2) a corresponding data processing procedure to extract the different dynamics inherent in TVCs and build the parametric functions while avoiding introducing redundant current transients to excite unwanted dynamics.

Based on above consideration, this paper proposes a parameterization method for battery’s Ohmic resistance, mass diffusion process and thermal process under constant room temperature condition. Its purpose is to obtain battery parameters for performance evaluation, which is similar with the work in [41] or [42]. Therefore, offline experiments are implemented in this paper for battery test. Steps of the method are: (1) obtain a transient TVC with a step-change current test, which is the most simple dynamic current test with only one transient and sufficient constant current period for battery’s thermal process; (2) extract and calculate ECM parameters with a data processing procedure utilizing constant current curves; (3) repeat Steps (1) and (2) with different current and transient points through battery’s safe operating area (SOA) to obtain the parametric functions of the ECM. With this method, ECM parameters of any operating condition can be estimated via fitting and interpolation. The remainder of this paper is organized as follows. Section 2 introduces a modified ECM to depict battery’s dynamics. Section 3 proposes parameter identification method for the ECM. Section 4 implements the method on a set of batteries and analyzes the results. Section 5 verifies the method under two multi-transients conditions. Section 6 summarizes the highlights of the method.
2. ECM Modification

As mentioned in Section 1, parameters of the ECM in Figure 2 are functions of SOC, current and internal temperature. If $R_d$ and $C_d$ are neglected for simplicity, and the variation of $R_0$ and $R_s$ caused by thermal process is decoupled as $R_2$, the second-order Thevenin ECM shown in Figure 4 can be built.

![Figure 4](https://via.placeholder.com/150)

Figure 4. Modified the second-order Thevenin equivalent circuit model.

where $R_0$ is the Ohmic resistance; $R_1$ and $C_1$ are $R_s$ and $C_s$, respectively; $R_2$ is the variance of direct current internal resistance (DCIR) caused by thermal process; $R_2C_2$ branch depicts battery’s thermal process [26]. Because the temperature coefficient of battery’s DCIR is negative [29], change direction of $R_0 + R_1$ caused by thermal process is always opposite with the change direction of battery’s internal temperature or operating current transient. Therefore, value of $R_2$ is always negative.

Negative resistance is useful for depicting small-signal characteristics of nonlinear circuits [43,44]. Physically, a negative resistance depicts a circuit or device in which the change direction of the voltage across its terminal is opposite with the charge direction of the current through it. While a positive resistance consumes power with positive current, a negative resistance produces power. For example, after a battery’s operating current is increased, it causes an increasing component to the internal temperature and a decreasing component to DCIR, and then a decreasing component to power consumption. Decrease of power consumption caused by the increase of current can be considered as a virtual power source inside the battery, i.e., the negative resistance $R_2$. In contrast, a decreasing current causes a decreasing component to the internal temperature and an increasing component to DCIR, and then an increasing component to power consumption. This also agrees with the characteristics of the virtual power source inside the battery. Therefore, small signal characteristics of battery’s thermal process can be depicted with a negative resistance.

Negative capacitance is used to depict the nontrivial capacitance behaviors during small signal analysis of nonlinear circuits or devices, such as semiconductor devices [45]. It can be realized with negative impedance converter circuit [46]. Mathematically, negative capacitance can be considered as a capacitance with negative value and used for stability analysis [47]. However, there is still no sufficient analysis of its physical characteristics. In this paper, a negative capacitance, i.e., $C_2$ is introduced to depict the positive time constant of thermal process with $R_2C_2$. Physical meaning of the capacitance remains to be analyzed.

3. Parameter Identification

This section proposes parameter identification method for the ECM in Figure 4. Step-change current tests are designed to obtain battery’s transient I-V characteristics. Battery dynamics with large time constants can be excited and parameterized with the tests, because a step-change current curve has only one transient with abundant low frequency components, and redundant transients are not introduced. Procedure of the method is first elaborated under a set of $[i_1, i_2, \text{SOC}_j]$, which depicts the currents and transient point of a step-change current test. TVC of the battery is measured and ECM parameters of this condition are calculated. Then, above procedure is repeated under different sets of $[i_1, i_2, \text{SOC}_j]$ to
obtain parametric functions. These parametric functions can be used to estimate ECM parameters of any set of \( \{i_1, i_2, \text{SOC}_j\} \) via interpolation. Finally, some details are discussed.

### 3.1. Parameter Identification under a Set of \( \{i_1, i_2, \text{SOC}_j\} \)

Small-signal analysis is often used to calculate nonlinear resistances. Therefore, integration should be used to calculate the voltage over the resistance. For example, relationship between battery’s Ohmic resistance and Ohmic polarization in Figure 4 is:

\[
R_0 (\text{SOC}, i_1) = \frac{dU_{R0} (\text{SOC}, i_1)}{di} \bigg|_{i = i_1}
\]

\[
\Rightarrow U_{R0} (\text{SOC}, i_1) = \int_{0}^{i_1} R_0 (\text{SOC}, i) \, di
\]

where \( U_{R0} \) is the voltage over \( R_0 \); and \( i_1 \) is the operating current. Equation (1) also indicates that obtaining parametric functions of the ECM is vital for battery modeling.

Suppose battery’s SOC reaches \( \text{SOC}_j \) when time \( t \) is \( t_1 \) under the constant current condition of \( i_1 \), then the step-change current test can be considered as a constant current test when \( t \) is less than \( t_1 \). It can be inferred from Figure 4 that battery’s TVC under a constant current condition can be expressed as

\[
U_{i_1}^C (t) = E (\text{SOC}) + \int_{0}^{i_1} \left[ R_0 (\text{SOC}, i) \cdot R_1 (\text{SOC}, i) \right] \left( 1 - e^{\frac{-t}{t_1}} \right) - \left( 1 - e^{\frac{-t}{t_2}} \right) \cdot R_2 (\text{SOC}, i) \, di
\]

where \( i_1 \) is the operating current; terms in the square brackets depicts the Ohmic resistance, mass diffusion process and thermal process excited by the constant current curve.

Mass diffusion process can be considered at its steady state after a long-time constant current period. Then, Equation (2) can be simplified to Equation (3).

\[
U_{i_1}^C (t) = E (\text{SOC}) + \int_{0}^{i_1} \left[ R_0 (\text{SOC}, i) + R_1 (\text{SOC}, i) \right] \left( 1 - e^{\frac{-t}{t_1}} \right) - \left( 1 - e^{\frac{-t}{t_2}} \right) \cdot R_2 (\text{SOC}, i) \, di
\]

At the time of \( t_f \), \( i \) is switched from \( i_1 \) to \( i_2 \) via a step-change transient. Then battery’s TVC can be expresses as:

\[
U_{i_1}^d (t) \bigg|_{t > t_f} = E (\text{SOC}) + \int_{t_f}^{t_1} \left[ R_0 (\text{SOC}, i) + R_1 (\text{SOC}, i) \right] \left( 1 - e^{\frac{-t}{t_1}} \right) - \left( 1 - e^{\frac{-t}{t_2}} \right) \cdot R_2 (\text{SOC}, i) \, di
\]

\[
\Rightarrow U_{i_1}^d (t) \bigg|_{t > t_f} = E (\text{SOC}) + \int_{t_f}^{t_1} \left[ R_0 (\text{SOC}, i) + R_1 (\text{SOC}, i) \right] \left( 1 - e^{\frac{-t}{t_1}} \right) - \left( 1 - e^{\frac{-t}{t_2}} \right) \cdot R_2 (\text{SOC}, i) \, di
\]

where the second line depicts the dynamics excited by the step-change transient. After a simple formulation, Equation (5) can be derived.

\[
U_{i_1}^d (t) \bigg|_{t > t_1} = E (\text{SOC}) + \int_{t_f}^{t_1} R_0 (\text{SOC}, i) \, di
\]

\[
\Rightarrow U_{i_1}^d (t) \bigg|_{t > t_1} = E (\text{SOC}) + \int_{t_f}^{t_1} R_0 (\text{SOC}, i) \, di
\]

where the first line depicts battery’s EMF and Ohmic polarization, second line depicts mass diffusion process and third line depicts thermal process.
Similarly, battery’s constant current TVC under condition of \( i_2 \) can be derived from Equation (3):

\[
U_{i_2}^c(t) = E(SOC) + \int_0^{i_2} \left[ R_0(SOC,i) + R_1(SOC,i) + \left( 1 - e^{-\frac{t}{R_2(SOC,i)C_2(SOC,i)}} \right) \cdot R_2(SOC,i) \right] di \tag{6}
\]

Comparing Equation (5) with Equation (6), it can be indicated that: (1) EMF and Ohmic polarization remain same under both conditions; (2) mass diffusion process under the step-change current condition is superposed with a delayed exponentially-decaying transient excited by the current transient; and (3) thermal process under the step-change current condition is composed of two sub-processes excited by constant current period and the step-change current transient, respectively. Subtracting Equations (5) and (6) with SOC aligned, Equation (7) can be derived:

\[
\left. U^d(t) - U_{i_2}^c(t) \right|_{SOC \geq SOC_j} = -\int_{i_1}^{i_2} \left[ e^\frac{t}{R_1(SOC,i)C_1(SOC,i)} \cdot R_1(SOC,i) \right] di + \int_{i_1}^{i_2} \left[ e^\frac{t}{R_2(SOC,i)C_2(SOC,i)} \cdot R_2(SOC,i) \right] di - \int_{i_1}^{i_1'} \left[ e^\frac{t}{R_2(SOC,i)C_2(SOC,i)} \cdot R_2(SOC,i) \right] di - \int_{i_1'}^{i_2} \left[ e^\frac{t}{R_2(SOC,i)C_2(SOC,i)} \cdot R_2(SOC,i) \right] di \tag{7}
\]

where \( i_1' \) is the time when battery’s SOC reaches \( SOC_j \) under the constant current condition of \( i_2 \). Relationship between \( t_1 \) and \( i_1' \) will be shown with experimental results in Section 4.2.

Equation (7) is composed of two transient processes with amplitude and time constant varying with SOC, which shows the influence of battery’s SOC varying process on the transient of mass diffusion process and thermal process, respectively. However, the influence also decreases exponentially with time, therefore it can be neglected and Equation (7) can be simplified to Equation (8):

\[
\left. U^d(t) - U_{i_2}^c(t) \right|_{SOC \geq SOC_j} = -\int_{i_1}^{i_2} \left[ e^\frac{t}{R_1(SOC,i)C_1(SOC,i)} \cdot R_1(SOC,i) \right] di + \int_{i_1}^{i_2} \left[ e^\frac{t}{R_2(SOC,i)C_2(SOC,i)} \cdot R_2(SOC,i) \right] di - \int_{i_1}^{i_1'} \left[ e^\frac{t}{R_2(SOC,i)C_2(SOC,i)} \cdot R_2(SOC,i) \right] di - \int_{i_1'}^{i_2} \left[ e^\frac{t}{R_2(SOC,i)C_2(SOC,i)} \cdot R_2(SOC,i) \right] di \tag{8}
\]

where all the parameters are constant.

Adding the over-potential caused by DCIR at \( SOC_j \) to Equation (8), Equation (9) can be derived:

\[
\left. U^d(t) - U_{i_2}^c(t) \right|_{SOC \geq SOC_j} = \int_{i_1}^{i_2} \left[ \left. \left. R_0(SOC,i) \right|_{SOC \geq SOC_j} + \left( 1 - e^\frac{t}{R_1(SOC,i)C_1(SOC,i)} \right) \right|_{SOC \geq SOC_j} \cdot R_1(SOC,i) \right] di + \int_{i_1}^{i_2} \left[ \left. \left. 1 - e^\frac{t}{R_2(SOC,i)C_2(SOC,i)} \right|_{SOC \geq SOC_j} \right|_{SOC \geq SOC_j} \right] \cdot R_2(SOC,i) \right] di - \int_{i_1}^{i_1'} \left[ \left. \left. 1 - e^\frac{t}{R_2(SOC,i)C_2(SOC,i)} \right|_{SOC \geq SOC_j} \right|_{SOC \geq SOC_j} \right] \cdot R_2(SOC,i) \right] di - \int_{i_1'}^{i_2} \left[ \left. \left. 1 - e^\frac{t}{R_2(SOC,i)C_2(SOC,i)} \right|_{SOC \geq SOC_j} \right|_{SOC \geq SOC_j} \right] \cdot R_2(SOC,i) \right] di \tag{9}
\]

where the last two lines depict the difference of the thermal processes under different constant current conditions. This difference influences on impedance estimation and DCIR calculation. Under small-signal conditions, \( i_1 \) is very close to \( i_2 \), Equation (10) can be derived.
\[ U_i^d(t) - U_i^c(t) + U_i^e(t') - U_i^c(t) \bigg|_{SOC \to SOC} \]

\[ \approx \int_{i_1}^{i_2} \left[ R_0(SOC_j, i) + \left( 1 - e^{-\frac{t}{R_1(SOC_j, i)}} \right) \cdot R_1(SOC_j, i) \right] + \left( 1 - e^{-\frac{t'}{R_2(SOC_j, i)}} \right) \cdot \left( 1 - e^{-\frac{(t-t')}{\frac{R_2(SOC_j, i)}{1+2j}}} \right) \cdot R_2(SOC_j, i) \right] \, \text{d}i \]

where a proportional coefficient constant with time exists in the last line. Compared with Equation (6), it can be indicated that relationship between identified \( R_2 \) and its true value is:

\[ R_2(SOC_j, i) = \left( 1 - e^{-\frac{t'}{R_2(SOC_j, i)}} \right) \cdot R_2(SOC_j, i) \]

Parameters in Equation (10) are constant and can be estimated with least square method. Detailed derivation of Equation (9) is given in Appendix A, derivation of Equation (10) is given in Appendix B, and detailed least square method is given in Appendix C.

It has to be noted that two assumptions are used in above procedure: (1) the influence of SOC varying process on the transient of mass diffusion process and thermal process can be neglected; and (2) \( i_1 \) is very close to \( i_2 \). The first assumption may cause modeling error with the variation of SOC, and will be discussed in Sections 4.2 and 4.4. The second assumption demands high accuracy of test bench and introduces a proportional coefficient to \( R_2 \). Considering the accuracy of our test bench, 2.6 A is selected as the minimal amplitude of step-change current.

### 3.2. Parameter Identification under Different Sets of \( \{i_1, i_2, SOC_j\} \)

The structure of ECM remains the same within SOA [1]. Therefore, the method described in Section 3.1 can be extended to different sets of \( \{i_1, i_2, SOC_j\} \). The whole procedures can be illustrated with Figure 5.

![Figure 5. Parameter identification procedures.](image-url)
ECM parameters under typical operating conditions can be obtained with the procedures. Relationships between parameters and current or SOC can be built with appropriate fitting method. Then, parametric functions can be obtained and ECM parameters of any set of \( \{i_1, i_2, \text{SOC}_j\} \) can be estimated via interpolation, which will be discussed in Sections 4.3 and 4.4.

3.3. Neglected Dynamics

Battery’s reversible process and ageing process are neglected in Sections 3.1 and 3.2. These two dynamics reflect change of battery’s characteristics with cycle number and influence the test results. Thus, the test procedure needs to be modified to improve modeling accuracy. Reversible process can be eliminated with some specific operations, such as the deep charge/discharge cycles placed before each step-change current test in Figure 5. Ageing process can be mitigated by reducing cycle number of each battery. Then, parameter identification method in Figure 5 needs be implemented on several batteries in parallel regardless of inconsistency between different batteries.

4. Experiments and Analysis

This section illustrates the procedures in Figure 5 on a set of lithium iron phosphate batteries. Basic parameters of batteries and test benches are first presented. Then, a set of parameters is identified and the errors are analyzed. In Sections 4.3 and 4.4, parameterization is conducted under different sets of \( \{i_1, i_2, \text{SOC}_j\} \) to build parametric functions. Finally, proposed method is verified under a set of \( \{i_1, i_2, \text{SOC}_j\} \) with all the ECM parameters estimated with proposed method.

4.1. Test Conditions

Eight brand new lithium iron phosphate batteries of a same batch are used for test to reduce the impact of the ageing process. Inconsistency of the batteries’ capacity and DCIR are less than 0.5\%, which can be neglected. Detailed battery parameters, test environment and operating conditions are given in Table 1. As shown in the table, selected operating currents cover the entire SOA to provide a more complete view to batteries’ nonlinearity; ambient temperature is fixed at the rated value to avoid its impact on the batteries’ transient characteristics, especially on the thermal process. Only discharge conditions are implemented for simplicity. Parameter identification method for charge conditions is the same. 560 step-change current tests and 560 deep charge/discharge cycles are conducted in total, i.e., less than 150 charge/discharge cycles for each battery. Capacity fading and DCIR variance caused by the test are less than 1\% and 0.1\%, respectively, therefore impact of the ageing process can be neglected.

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery parameters</td>
<td>BAK 36800MP-Fe/2VF10L06 06877</td>
</tr>
<tr>
<td>Type and Batch No.</td>
<td>BAK 36800MP-Fe/2VF10L06 06877</td>
</tr>
<tr>
<td>Rated capacity (Ah)</td>
<td>6.5</td>
</tr>
<tr>
<td>Rated temperature (K)</td>
<td>298</td>
</tr>
<tr>
<td>Maximum charge current (A)</td>
<td>3.25</td>
</tr>
<tr>
<td>Maximum discharge current (A)</td>
<td>-19.5</td>
</tr>
<tr>
<td>Test environment</td>
<td>-</td>
</tr>
<tr>
<td>Test bench type</td>
<td>Neware CT-4008-5V100A-NTFA</td>
</tr>
<tr>
<td>Measurement range</td>
<td>0.01–5 V, 0.2–100 A</td>
</tr>
<tr>
<td>Measurement accuracy (%)</td>
<td>±0.0153</td>
</tr>
<tr>
<td>Sample rate (Hz)</td>
<td>1</td>
</tr>
<tr>
<td>Thermal chamber type</td>
<td>Jianhu JH-150F</td>
</tr>
<tr>
<td>Accuracy (K)</td>
<td>±1</td>
</tr>
<tr>
<td>Operating conditions</td>
<td></td>
</tr>
<tr>
<td>( i_1 ) and ( i_2 ) (A)</td>
<td>1.3, 3.9, 6.5, 9.1, 11.7, 14.3, 16.9, 19.5</td>
</tr>
<tr>
<td>( \text{SOC}_j ) (%)</td>
<td>10, 20, 30, 40, 50, 60, 70, 80, 90, 100</td>
</tr>
<tr>
<td>Ambient temperature (K)</td>
<td>298</td>
</tr>
</tbody>
</table>

Table 1. Test conditions.
4.2. Parameter Identification under a Set of \{i_1, i_2, \text{SOC}_j\}

Test results under a set of \{i_1, i_2, \text{SOC}_j\} are presented in this section. Modeling errors are analyzed and the method is validated. Results under \{i_1 = -1.3 \text{ A}, i_2 = -3.9 \text{ A}, \text{SOC}_j = 79\%\} are chosen as an example and presented in Figure 6. Figure 6a shows the battery’s operating current curve during step-change current test; Figure 6b shows the battery’s TVCs under step-change current condition and \(-3.9 \text{ A} \) constant current conditions, where the relationship between \(i_1\) and \(i_2\) are also presented; Figure 6c,d shows the current curve and voltage residue curve obtained with the method in Section 3.1; Figure 6e shows battery’s surface temperature under constant current and step-change current conditions; Figure 6f shows residue between the temperature curves in Figure 6e. It can be inferred from Figure 6d that the voltage residue curve of the lithium-ion battery shows a similar pattern to the coup-de-fouet curve of a lead-acid battery, which is composed of three components: a step-change caused by Ohmic resistance; a small timescale dynamic caused by mass diffusion process; a reversed large timescale dynamic caused by thermal process, which have the same time constant with the temperature curve in Figure 6f. ECM parameters \(R_{0}, R_{1}, C_{1}, R_{2}\) and \(C_{2}\) in Figure 4 can be calculated via least-square method with the curve in Figure 6c as input data and the curve in Figure 6d as output data.

![Figure 6](image_url)

**Figure 6.** Test results under \{i_1 = -1.3 \text{ A}, i_2 = -3.9 \text{ A}, \text{SOC}_j = 79\%\}: (a) Current curve; (b) Terminal voltage curves; (c) Preprocessed current curve; (d) Residue voltage curve; (e) Surface temperature curves; (f) Residue temperature curve.
It should be noted that compared with DCIR change, measured temperature change is smaller than the results given by existing researches such as [35] and [36]. It indicates that battery’s surface temperature can hardly reflect the actual internal temperature, especially on cylindrical batteries, which have large radiating areas. Therefore, results in Figure 6e,f can only reflect the thermal process qualitatively despite the measurement noise. Quantitative analysis and modeling requires direct access to battery’s internal temperature, which will be studied in the future.

Modeling results and its relative error are presented in Figure 7. The error remains less than 0.5% when the battery’s SOC is greater than 6%, which is almost the limit of laboratory test environment. Considering the fact that the battery’s minimal SOC is 4.124% under the −3.9 A constant current condition, it can be concluded that proposed method has high accuracy during most of the battery’s SOC range. Relatively larger errors exist near the step-change point and at low SOC. Detailed analysis of the errors is as follows.

As mentioned in Section 2, battery’s $I$-$V$ characteristics near the transient point are mainly determined by Ohmic resistance and electrical double-layer process. The electrical double-layer process is neglected by the ECM in Section 3, which leads to the error near the transient point. A higher-order ECM, such as the third-order Thevenin model, can be used to reduce this error. However, because the error is less than 1.5%, using a higher-order ECM leads to a minor improvement in accuracy but a major increase in complexity of parameter identification. Thus, a second-order Thevenin model is implemented in this paper.

The concentration of reactants inside a battery decreases continuously during a discharge process. When the battery is almost fully discharged, reactants at surface of electrodes are insufficient for redox reaction. As a consequence, battery’s diffusion controlled current decreases as the Cottrell equation, and the mass diffusion polarization increases dramatically [48]. This process is not considered by the ECMs in this paper, which leads to the error at low SOC range.

Besides the above, there exists an error component that appears as a small oscillation near zero. This component is introduced by the assumption that the influence of SOC varying process on the transient of mass diffusion process and thermal process can be neglected. Because the least-square method is implemented for parameter identification, the error appears as a small oscillation near zero. Considering the error is no more than 0.5%, which is acceptable in this paper, this assumption is valid. Modeling accuracy can be further improved by implementing appropriate identification methods for time-varying system, which will be studied in the future.
4.3. Parameter Identification under Different Sets of \( \{i_1, i_2\} \)

Relationships between ECM parameters and operating currents are presented and analyzed in this section. To facilitate elaboration, results under SOC\(_i\) = 80\% are chosen as an example. Figure 8 presents the identification results, where \( x \) axis is absolute value of \( i_1 \), \( y \) axis is absolute value of \( i_2 \), \( z \) axis is value of corresponding parameter, dots are the original data, and surfaces are fitting results. 56 dots are presented in each figure for different sets of \( \{i_1, i_2\} \) conditions. Some of the dots are behind the surface and hence invisible. Fitting surfaces are obtained with the 2-dimentional cubic spline interpolation method.

![Identification results](image)

**Figure 8.** Identified (a) \( R_0 \); (b) \( R_1 \); (c) \( C_1 \); (d) \( \hat{R}_2 \); (e) \( C_2 \); (f) \( R_1 \times C_1 \) and (g) \( R_2 \times C_2 \) under different sets of \( \{i_1, i_2\} \) with the SOC\(_i\) as 80\%.

Identification results of \( R_0 \) and \( R_1 \) are presented in Figure 8a, b, respectively, which show that the resistances decrease with operating current exponentially. The reason is: (1) identified \( R_0 \) and \( R_1 \) contain the neglected charge transfer resistance, which is determined by the Butler-Volmer equation; (2) \( R_0 \), \( R_1 \) and charge transfer resistance are influenced by battery’s internal temperature, which is determined by the Arrhenius equation under constant ambient temperature conditions [29]. If the battery’s internal temperature is obtained, parameters of the Arrhenius equation can be calculated, which is beneficial for evaluation of electrode materials.

Identification result of \( C_1 \) is presented in Figure 8c, which shows that value of \( C_1 \) is related to change direction of battery’s operating current. Namely when \( i_1 \) is less than \( i_2 \), \( C_1 \) is approximately constant; when \( i_1 \) is greater than \( i_2 \), \( C_1 \) has positive correlation with \( (i_1 - i_2) \). This also contributes to battery’s nonlinearity including hysteresis.

Identification result of \( R_2 \) is presented in Figure 8d. When \( i_1 \) and \( i_2 \) are less than 0.6C, smaller results exists due to the instability of identification caused by the noise of measurement. When \( i_1 \) and \( i_2 \) are greater than 0.6C and less than 2.4C, a positive correlation can be found between the absolute value of \( R_2 \) and \( (i_1 - i_2) \). It indicates that the change of battery’s internal temperature in different
step-change current tests is different. Thus, $R_2$ can be used to estimate or predict the variance of internal temperature caused by operating current. When $i_1$ and $i_2$ are greater than $2.4C$, false identification results arise. The reasons are: (1) battery’s internal temperature is high when the operating current is large, which makes the variance of internal temperature excited by current transient relatively small or even unobservable; (2) discharge time under large current conditions is short, so evolution of thermal process is not sufficient before a battery reaches its cutoff condition. As a consequence, parameters of the thermal process become unidentifiable. To solve this problem, more detailed thermal models are needed and battery test procedure needs to be modified to sufficiently excite the thermal process.

Identification result of $C_2$ is presented in Figure 8e. $C_2$ has a positive correlation with $i_2$ while being approximately constant with $i_1$. It indicates that the transient characteristics of thermal process are mainly determined by the current after the transient point. Similarly, false values exist when $i_1$ and $i_2$ are greater than $2.4C$, which has been discussed above.

Identified time constants of mass diffusion process and thermal process are presented in Figure 8f,g, respectively. Strong nonlinearity is shown in the figures. It has to be noted that change direction of current has distinct influence on the time constants, which is mainly introduced by $C_1$ and $C_2$ according to Figure 8c,e. This influence manifests as battery’s nonlinearity, especially hysteresis. Thus, structure of the ECM can be improved and more detailed mechanism needs to be considered for a better accuracy, which will be studied in the future. Besides, negative time constants exist in Figure 8g under large current conditions. As discussed above, this is caused by the un-identifiability of ECM parameters. To solve this problem, parameter identification method needs to be improved to extend its validity.

### 4.4. Parameter Identification under Different SOC

Relationships between ECM parameters and SOC are presented and analyzed in this section. As discussed in Section 4.3, $C_1$ and $C_2$ are sensitive to the change direction of current transient. Therefore, identification results under two sets of $\{i_1, i_2\}$ are presented and analyzed.

Identification results under $\{i_1 = -14.3 \text{ A}, i_2 = -1.3 \text{ A}\}$ are presented in Figure 9. Dots are original values, and curves are fitting results. A smaller $i_2$ is chosen to ensure that there is sufficient time for battery’s thermal process between the current transient and cut-off point, and then $R_2$ and $C_2$ can be identified. Identified parameters are fitted with following equation for a better accuracy:

$$\psi = a \cdot \exp(b \cdot \text{SOC}) + c \cdot \exp(d \cdot \text{SOC})$$  \hfill (12)

where, $\psi$ is ECM parameters such as $R_0$ or $C_1$; $a$, $b$, $c$ and $d$ are fitting coefficients.

Identification results of $R_0$, $R_1$, and $R_2$ are presented in Figure 9a,b,d, respectively. The absolute values of these resistances increase during discharge, among which $R_0$ and $R_1$ (i.e., DCIR) have been discussed by Hu [49]. According to battery’s thermal model [29], increase of DCIR leads to increase of: (1) variance of DCIR caused by the same variance of the internal temperature; (2) variance of the internal temperature caused by the same variance of operating current. As a consequence, absolute value of the battery’s $R_2$ increases during discharge.

Identification results of $C_1$ and $C_2$ are presented in Figure 9c,e, respectively. The absolute values of $C_1$ and $C_2$ decrease during discharge. This decrease leads to the variation of time constants of mass diffusion process and thermal process as shown in Figure 9f,g, respectively, and leads to the oscillation error discussed in Section 4.2.

Identification results under $\{i_1 = -3.9 \text{ A}, i_2 = -19.5 \text{ A}\}$ are presented in Figure 10 as a comparison with the results in Figure 9.

From Figure 10, three major differences can be seen: (1) absolute values of $C_1$ and $C_2$ increase during discharge; (2) time constants of mass diffusion process and thermal process increase during discharge; (3) false values of $R_2$ and $C_2$ exist when SOC is less than 40%, which leads to the false values of the identified time constant of thermal process. The reason of first two differences is the nonlinear nature of mass diffusion process and thermal process, i.e., the values of $C_1$ and $C_2$ are influenced by the change direction of operating current. The reason of the third difference is the insufficiency of
excitation on battery’s thermal process, which specifically means that the interval between current transient and cut-off point is not sufficient for battery’s thermal process. To improve the method, test procedure needs to be modified for a persistent excitation of battery dynamics within SOA.

Figure 9. Identified (a) $R_0$; (b) $R_1$; (c) $C_1$; (d) $R_2$; (e) $C_2$; (f) $R_1 \times C_1$ and (g) $R_2 \times C_2$ under $[i_1 = -14.3 \, \text{A}, \quad i_2 = -1.3 \, \text{A}]$.

Figure 10. Identified (a) $R_0$; (b) $R_1$; (c) $C_1$; (d) $R_2$; (e) $C_2$; (f) $R_1 \times C_1$ and (g) $R_2 \times C_2$ under $[i_1 = -3.9 \, \text{A}, \quad i_2 = -19.5 \, \text{A}]$. 
4.5. Verification under \([i_1 = -13 \text{ A}, i_2 = -10 \text{ A}, \text{SOC}_1 = 71\%]\)

Verification results under \([i_1 = -13 \text{ A}, i_2 = -10 \text{ A}, \text{SOC}_1 = 71\%]\) are presented in Figure 11. ECM parameters used for this verification are estimated with the identification results obtained in Section 3.2 and the interpolation methods mentioned in Sections 4.3 and 4.4. Optimal ECM parameters are calculated with the method in Section 3.1 for comparison, as listed in Table 2.

**Table 2. Verification result.**

<table>
<thead>
<tr>
<th>Item</th>
<th>Optimal Value</th>
<th>Estimated Value</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R_0) (m(\Omega))</td>
<td>10.803</td>
<td>10.733</td>
<td>-0.648</td>
</tr>
<tr>
<td>(R_1) (m(\Omega))</td>
<td>4.236</td>
<td>4.257</td>
<td>0.496</td>
</tr>
<tr>
<td>(C_1) ((\times 10^3) F)</td>
<td>6.156</td>
<td>6.707</td>
<td>8.591</td>
</tr>
<tr>
<td>(R_1 \times C_1) (s)</td>
<td>26.077</td>
<td>28.552</td>
<td>9.491</td>
</tr>
<tr>
<td>(R_2) (m(\Omega))</td>
<td>-2.349</td>
<td>-2.692</td>
<td>14.602</td>
</tr>
<tr>
<td>(C_2) ((\times 10^2) F)</td>
<td>-2.634</td>
<td>-1.914</td>
<td>-27.335</td>
</tr>
<tr>
<td>(R_2 \times C_2) (s)</td>
<td>618.734</td>
<td>515.214</td>
<td>-16.731</td>
</tr>
</tbody>
</table>

As shown in Figure 11a,b, modeling error remains about \(-0.05\%\) at the most SOC range. The error shows a unitary bias, which is different from the result in Figure 7. As can be indicated from Table 2, larger estimation errors exist on \(C_1\), \(R_2\), and \(R_1\). As a consequence, time constants of mass diffusion process and thermal process are not accurately estimated, which can be intuitively observed in Figure 11c. Specifically, over-estimation of \(R_1 \times C_1\) causes the peak of error curve at SOC of about 76\%, which partially compensates the estimation error of \(R_2\) and \(C_2\); over-estimation of \(R_2\) causes the bias at the most SOC range; over-estimation of \(R_2 \times C_2\) causes the evolution of the error curve at SOC range between 65\% and 50\%.
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**Figure 11.** Modeling result under \([i_1 = -13 \text{ A}, i_2 = -10 \text{ A}, \text{SOC}_1 = 71\%]\): (a) Terminal voltage curve estimation; (b) Relative error; (c) Residue curve.

It has to be noted that although the estimation error of \(R_2\) and \(C_2\) are larger than 10\% and 25\%, respectively, error of TVC estimation is no more than 0.7\% at most SOC ranges. The reason is that \(R_2\)
is relatively small compared with \( R_0 \) and \( R_1 \). Therefore, impact of \( R_2 \) and \( C_2 \) identification error on battery modeling is minor. On the other hand, it indicates that thermal parameter estimation requires high accuracy of TVC measurement and enough amplitude of current transient excitation.

5. Verification under DST (Dynamic Stress Test) and FUDS (Federal Urban Driving Schedule)

Verification of the method under DST (Dynamic Stress Test) and FUDS (Federal Urban Driving Schedule) [41] is presented in this section. Original DST and FUDS profiles are modified with power demand substituted by operating current. This aims to provide a complete access to battery’s characteristics within SOA. Impact of this modification on experimental results can be neglected, because the constant current TVCs of lithium iron phosphate batteries are very flat.

An extended Kalman filter (EKF) based method [39] is reproduced for comparison. This method adopts the second-order Thevenin ECM to depict battery’s Ohmic resistance, electrical double-layer process and mass diffusion process. ECM parameters are obtained with an adaptive EKF. The method proposed in this paper uses the second-order Thevenin ECM to depict battery’s Ohmic resistance, mass diffusion process and thermal process, and calculates ECM parameters with least-square method with SOC varying process decoupled. In summary, these two methods consider battery dynamics of different timescales.

5.1. Data Processing Procedure under Multi-Transients Conditions

Key to the data processing procedure is decoupling battery’s I-V characteristics of different dynamics. Constant current TVCs are utilized in Section 3.1, because they have the same SOC varying process with step-change current test curves. Operating conditions with multiple transients can be considered as conditions consist of a series of step-change transients. Under these conditions, piecewise constant current TVCs with proper SOC varying processes can be used to decouple thermal process. These TVCs can be generated with battery’s constant current TVCs and estimated SOC curve under the multi-transients condition.

It must be noted that multiple battery dynamics of different SOC are coupled under multi-transients conditions. It introduces SOC varying process and nonlinearity to data processing results, which makes the ECM in Figure 4 time-varying and less accurate. A sliding window least square method with window width of 1000 s is adopted in this section. Besides, the proportional coefficient in Equation (10) is difficult to be accurately calculated under multi-transients conditions. Therefore, direct identification results are presented in this section. This simplification has no influence on identified time constants of battery dynamics.

5.2. Verification under DST

DST is a typical benchmark for battery testing [41]. A DST cycle lasts for 360 s, containing 20 transients. In this section, DST is implemented on a fully charged battery with 3.25 A as the maximum charge current and –19.5 A as the maximum discharge current. These currents cover the battery’s entire SOA. 22 DST cycles are accomplished until the battery is fully discharged. The battery’s surface temperature and terminal voltage remain within SOA during experiment.

Test results are presented in Figure 12, including the operating current curve of a cycle in Figure 12a and TVCs in Figure 12b. Piecewise constant current curve generated with constant current curves are also presented Figure 12b. Residue curve between the TVCs is used to estimate ECM parameters. Modeling results and relative errors are presented in Figure 12c,d, respectively.

As shown in Figure 12, when \( t \) is less than 6000, maximum and average errors of the EKF are 2.32% and 0.14%, respectively, and the errors of the proposed method are 2.24% and 0.12%, respectively. Both methods show good accuracy on predicting battery’s I-V characteristics. When \( t \) is larger than 6000, larger errors exist on both methods and EKF does not converge on some transients. This is caused by battery’s strong nonlinearity and fast time-varying characteristics at low SOC range, which makes the algorithms less accurate.
It must be noted that a different trend exists on the voltage curve estimated by the proposed method at time of about 3300 s. It is modeling error caused by parameter identification inaccuracy. Specifically, battery’s SOC and equivalent current used for parameter identification varies when the sliding window moves, and then identified parameters varies. This variation changes the output of ECM and causes modeling error. Because proposed method concerns battery dynamics with larger time constants, so dynamics of small time constant are neglected and correction of modeling errors takes longer time than EKF, which considers the double layer process. To solve this problem, proposed method needs to be improved with battery dynamics of smaller time constants considered.
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**Figure 12.** (a) Current curve (a cycle); (b) TVCs; (c) Modeling results and (d) Modeling error under DST.

Parameter identification results are presented in Figure 13. Initial values of the parameters are set to zero before parameter identification. Because of lack of data, beginning 1000 s of the results is set to the values identified with beginning 1000 s of experimental data via one-time least square method to present the general value of each parameter.

![Figure 13](image)

**Figure 13.** Identified (a) $R_1$; (b) $C_1$; (c) $R_2$; (d) $C_2$; (e) $R_1 \times C_1$ and (f) $R_2 \times C_2$ under DST.
A periodical oscillation superposed with a dynamic with larger time scale is shown in the figure. The oscillation is caused by the periodical variation of operating current. The large time scale dynamic is caused by SOC varying process and thermal process. Identification results remain stable until the battery is almost fully discharged. It indicates that DST profile is capable to excite battery’s thermal process sufficiently at low SOC range, which ensures the identifiability of $R_2$ and $C_2$. Few false values exist when the operating current is large. It indicates that the identifiability problem under large current conditions remains to be solved.

5.3. Verification under FUDS

FUDS is a test benchmark close to actual vehicle operating conditions [41]. A FUDS cycle lasts for 1373 s, containing numerous transients. In this section, FUDS is implemented on a fully charged battery with 3.25 A as the maximum charge current and –19.5 A as the maximum discharge current. Five FUDS cycles are accomplished before the battery is fully discharged. The battery’s surface temperature and terminal voltage remain within SOA during experiment.

Test results are presented in Figure 14, where the operating current curve of a FUDS cycle and TVCs are presented in Figure 14a,b, respectively. It must be noted that an average error of 3.32% arises between the piecewise constant current curve and the experimental result after 5700 s. It indicates that the influence of SOC varying process and thermal process on DCIR under FUDS is different from that under constant current conditions. However, this error causes a minor impact on the modeling results, which will be discussed later. Modeling results and relative error are presented in Figure 14c,d, respectively. When $t$ is less than 6500 and despite the points of divergence, maximum and average errors of EKF are 1.95% and 0.09%, respectively, and the errors of proposed method are 1.51% and 0.07%, respectively. Compared with the results under DST, the errors of the conventional method are increased by 12.9% and 35.7%, and the errors of the proposed method are decreased by 31.8% and 30.0%. It indicates that FUDS is more informative for parameter identification of the ECM. Similar with the results under DST, large errors or even divergence exist at some drastic transient points of the methods. Therefore, a set of better coefficients or even a better algorithm is needed to improve the modeling accuracy.
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Figure 14. (a) Current curve (a FUDS cycle); (b) TVCs; (c) Modeling results and (d) Modeling error FUDS.
Parameter identification results are presented in Figure 15. Same with Figure 13, beginning 1000 s of the results is set to the values identified with beginning 1000 s of experimental data via one-time least square method to present the general value of each parameter. Initial values of the parameters are set to zero before parameter identification, i.e., the convergence procedures of parameter identification are not shown in the figure. Similar with the results under DST, identified parameters vary periodically with operating current. As shown in the figure, $R_2$ and $C_2$ can be identified in a wider SOC range than in Figure 13. It indicates that FUDS is more informative for battery parameter identification.

![Figure 15](image)

**Figure 15.** Identified (a) $R_1$; (b) $C_1$; (c) $R_2$; (d) $C_2$; (e) $R_1 \times C_1$ and (f) $R_2 \times C_2$ under FUDS.

It must be noted that identified time constant under FUDS are slightly different than the results under DST. Specifically, identified $R_1 \times C_1$ becomes smaller and identified $R_2 \times C_2$ becomes larger. The reasons may be: (1) Equivalent operating current of DST and FUDS are different, then ECM parameters are different; (2) Amplitudes of current transients of DST and FUDS are different, then the errors introduced during data processing are different; (3) Battery’s internal temperature under DST and FUDS are different, then ECM parameters are different. Detailed analysis requires sufficient information of battery’s internal temperature and thorough analysis of parameter identification algorithms, which are beyond the scope of this paper.

6. Conclusions

This paper proposes a parameter identification method for battery dynamics depicted by the ECM in Figure 4. Highlights of the method are as follows compared with conventional methods.

1. An adequate test procedure is designed which includes step-change current tests and constant current tests. Therefore, battery dynamics can be sufficiently excited without introducing redundant excitations.

2. A corresponding data processing procedure is designed to extract battery dynamics including thermal process inherent in $I$-$V$ characteristics, and then estimate the parameters of ECM, which are functions of current and SOC. Experimental results show that accuracy of the parameterization is sufficient.

ECM parametric functions covering battery’s SOA can be obtained with this method through a set of offline experiments. These parametric functions are beneficial for many engineering applications such as performance evaluation and consistency evaluation of different batteries. This paper focuses on the formulation and verification of parameter identification method, so offline experiments are
implemented. Improvements of the method, such as weakening the assumptions, extending the validity and improving the algorithm, will be studied in the future.
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**Appendix A. Derivation of Equation (9)**

\[
U^1(t) - U^e_2(t) + U^e_1(t) = U^e_{SOC}^{SOC_i} \\
= -\int_{t_i}^{t_f} e^{R_1 SOC_j i} \cdot R_1 (SOC_j i) \, dt \\
+ \int_{t_i}^{t_f} e^{R_2 SOC_j i} \cdot R_2 (SOC_j i) \, dt \\
+ E (SOC_j) - \int_{t_0}^{t_i} R_0 (SOC_j i) + R_1 (SOC_j i) \, dt \\
+ \int_{t_0}^{t_f} e^{R_2 SOC_j i} \cdot R_2 (SOC_j i) \, dt \\
= \int_{t_i}^{t_f} \left[ R_0 (SOC_j i) + \left( 1 - e^{R_1 SOC_j i} \right) \cdot R_1 (SOC_j i) \right] \, dt \tag{A1}
\]
Appendix B. Derivation of Equation (10)

Under small-signal conditions, i.e., $i_1$ is very close to $i_2$ and $t_1$ is very close to $t'_j$, Equation (9) can be transformed as:

$$U^d (t) - U^e (t) + U^e (t_1') - U^e (t_j) = \int_{t_1}^{t_j} \left[ R_0 (SOC_{j,i}) + \left( 1 - e^{-\frac{t_{1j}}{C_{SOC}}} \right) R_1 (SOC_{j,i}) \right] \, dt$$

with an error of:

$$\int_0^{t_{1j}} \left( e^{-\frac{t_{1j}}{C_{SOC}}} - e^{-\frac{t_{1j}}{C_{SOC}}} \right) \left( 1 - e^{-\frac{t_{1j}}{C_{SOC}}} \right) R_2 (SOC_{j,i}) \, dt \approx \int_0^{t_{1j}} \left( e^{-\frac{t_{1j}}{C_{SOC}}} \right) \left( 1 - e^{-\frac{t_{1j}}{C_{SOC}}} \right) R_2 (SOC_{j,i}) \, dt.$$
where the second line is derived via Taylor expansion with higher order term neglected. Because $t_j$ is very close to $t'_j$, so the difference divided by $R_2 C_2$ becomes very small and can be neglected. Then, Equation (B3) can be derived from Equation (B1).

\[
U^d(t) - U^e_{i_2}(t) + U^e_{i_1}(t') - U^e_{i_1}(t_j) \big|_{SOC_j = SOC_i} \\
= \int_{t_i}^{t_f} \left[ R_0(SOC, i) + \left(1 - e^{-\frac{t’ - t_i}{t_j - t_i}}\right) \cdot R_1(SOC, i) \right] \, dt + \int_{t_i}^{t_f} \left[ R_0(SOC, i) + \left(1 - e^{-\frac{t’ - t_i}{t_j - t_i}}\right) \cdot R_2(SOC, i) \right] \, dt \\
+ \int_{t_i}^{t_f} e^{-\frac{t’ - t_i}{t_j - t_i}} \cdot \left(1 - e^{-\frac{t’ - t_i}{t_j - t_i}}\right) \cdot R_2(SOC, i) \, dt \\
- \int_{t_i}^{t_f} e^{-\frac{t’ - t_i}{t_j - t_i}} \cdot \left(1 - e^{-\frac{t’ - t_i}{t_j - t_i}}\right) \cdot R_2(SOC, i) \, dt \\
\approx \int_{t_i}^{t_f} \left[ R_0(SOC, i) + \left(1 - e^{-\frac{t’ - t_i}{t_j - t_i}}\right) \cdot R_1(SOC, i) \right] \, dt + \int_{t_i}^{t_f} \left[ R_0(SOC, i) + \left(1 - e^{-\frac{t’ - t_i}{t_j - t_i}}\right) \cdot R_2(SOC, i) \right] \, dt.
\]

\[\text{(B3)}\]

**Appendix C. Procedure of Least Square Method**

Parameter identification of the ECM under a set of $[i_1, i_2, SOC_i]$ is to identify the parameters in Equation (10). Define input and output in Equation (10) as:

\[
\begin{align*}
\tilde{u}(t) &= i(t + t_j) - i_1 \\
\tilde{y}(t) &= U^d(t + t_j) - U^e_{i_2}(t + t_j) + U^e_{i_2}(t_j) - U^e_{i_1}(t_j)
\end{align*}
\]

then Equation (10) can be considered as a linear time-invariant system with zero as initial state and initial time. Transfer function of the ECM can be derived from Figure 4 and Equation (10) as:

\[
\frac{\tilde{y}(s)}{\tilde{u}(s)} = R_0 + \frac{R_1}{s^{\frac{1}{2}} + 1} + \frac{R_2}{s^{\frac{1}{2}} + 1} \\
= R_0 s^2 + \left(\frac{R_0}{s^{\frac{1}{2}} + 1} + \frac{R_1}{s^{\frac{1}{2}} + 1} + \frac{R_2}{s^{\frac{1}{2}} + 1}\right)s + \frac{R_0 + R_1 + R_2}{s^{\frac{1}{2}} + 1} \\
= \frac{b_2 s^2 + b_1 s + b_0}{s^{\frac{1}{2}} + a_1 + a_0}
\]

where each parametric function is simplified as a letter. Relationships between ECM parameters and transfer function parameters are

\[
\begin{align*}
R_0 &= b_2 \\
R_1 &= \frac{1}{2} \left(\frac{b_1}{a_0} - b_2\right) + \frac{2a_0 b_1 - a_0 a_1 b_2 - a_1 b_0}{2a_0 \sqrt{a_1^2 - 4a_0}} \\
C_1 &= \frac{a_1 - \sqrt{a_1^2 - 4a_0}}{2a_0} / R_1 \\
R_2 &= \frac{1}{2} \left(\frac{b_1}{a_0} - b_2\right) - \frac{2a_0 b_1 - a_0 a_1 b_2 - a_1 b_0}{2a_0 \sqrt{a_1^2 - 4a_0}} \\
C_1 &= \frac{a_1 + \sqrt{a_1^2 - 4a_0}}{2a_0} / R_2
\end{align*}
\]

\[\text{(C3)}\]
then, Equation (10) can be reformulated as:

\[
y''(t) + a_1 y'(t) + a_0 y(t) = b_2 \ddot{u}(t) + b_1 \dot{u}(t) + b_0 u(t)
\]  

(C4)

where system noise is neglected. At a given time \( t_k \), Equation (C4) can be reformulated to the standard linear regression form as:

\[
y''(t_k) = \varphi^T(t_k) \theta
\]  

(C5)

where \( \varphi \) and \( \theta \) are regression vector and parameter vector as:

\[
\left\{
\begin{array}{l}
\varphi^T(t_k) = \left[-y'(t_k) \ -y(t_k) \ \ddot{u}(t_k) \ \dot{u}(t_k) \ u(t_k) \right] \\
\theta = \left[a_1 \ a_0 \ b_2 \ b_1 \ b_0 \right]^T
\end{array}
\right.
\]  

(C6)

Suppose \( N \) samples of input and output data are obtained by experiment and then used for parameter identification with the criterion function of:

\[
V_N(\theta, Z^N) = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{2} \left[ y(t_k) - \varphi^T(t_k) \theta \right]^2
\]  

(C7)

where \( Z \) is the dataset with the form of:

\[
Z^N = \left[\begin{array}{c}
\varphi^T(t_1) \\
\varphi^T(t_2) \\
\vdots \\
\varphi^T(t_N)
\end{array}\right]
\]  

(C8)

then \( \theta \) can be estimated with Equation (C9) [50] and ECM parameters can be calculated with Equation (C3).

\[
\hat{\theta}_N = \left[\frac{1}{N} \sum_{k=1}^{N} \varphi(t_k) \varphi^T(t_k) \right]^{-1} \left[\frac{1}{N} \sum_{k=1}^{N} \varphi(t_k) \varphi^T(t_k) \right]
\]  

(C9)

It must be noted that identified \( R_2 \) or \( C_2 \) needs to be divided or multiplied by the proportional coefficient in the last line of Equation (10) to obtain the true value.
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