Robust Optimization-Based Scheduling of Multi-Microgrids Considering Uncertainties

Akhtar Hussain, Van-Hai Bui and Hak-Man Kim *

Department of Electrical Engineering, Incheon National University, 12-1 Songdo-dong, Yeonsu-gu, Incheon 406-840, Korea; hussainakhtar@inu.ac.kr (A.H.); buivanhaibk@inu.ac.kr (V.-H.B.)
* Correspondence: hmkim@inu.ac.kr; Tel.: +82-32-835-8769; Fax: +82-32-835-0773

Academic Editor: João P. S. Catalão
Received: 19 February 2016; Accepted: 1 April 2016; Published: 9 April 2016

Abstract: Scheduling of multi-microgrids (MMGs) is one of the important tasks in MMG operation and it faces new challenges as the integration of demand response (DR) programs and renewable generation (wind and solar) sources increases. In order to address these challenges, robust optimization (RO)-based scheduling has been proposed in this paper considering uncertainties in both renewable energy sources and forecasted electric loads. Initially, a cost minimization deterministic model has been formulated for the MMG system. Then, it has been transformed to a min-max robust counterpart and finally, a traceable robust counterpart has been formulated using linear duality theory and Karush–Kuhn–Tucker (KKT) optimality conditions. The developed model provides immunity against the worst-case realization within the provided uncertainty bounds. Budget of uncertainty has been used to develop a trade-off between the conservatism of solution and probability of unfeasible solution. The effect of uncertainty gaps on internal and external trading, operation cost, unit commitment of dispatchable generators, and state of charge (SOC) of battery energy storage systems (BESSs) have also been analyzed in both grid-connected and islanded modes. Simulations results have proved the robustness of proposed strategy.
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1. Introduction

A typical microgrid (MG) comprises of various distributed generations (DGs), energy storage systems (ESSs), and loads and it can operate in both grid-connected and islanded modes [1]. Microgrids have the ability to sustain penetration of renewable generations (RGs), plug-in hybrid vehicles, and energy storage systems. In addition, MGs can support the main distribution system by supplying/absorbing power [1]. Microgrids also have an enormous potential to provide service reliability, reduce emissions, and improve power quality for the end-use customers through the utilization of DGs, ESSs, and DR programs.

In order to achieve the fore-mentioned benefits of MGs, penetration of renewable generation resources and DR programs has significantly increased in the recent years. This enhanced penetration has imposed new challenges to the scheduling of microgrids [2]. Various forecasting techniques are used for forecasting the electric load demands [3], demand response (DR) [4], and RGs [5] (wind and solar generations) considering various environmental factors like wind speed [6], solar irradiance [7], and weather intelligence and history data [8]. However, due to various unpredictable natural phenomena, these forecasted values are not accurate. Owing to the significance of uncertainties associated with power generation of RGs and forecasted load demands in microgrids, uncertainty management has become an active research area in scheduling of MG systems in the recent years. Conventionally spinning and non-spinning reserves have been used for managing the uncertainties associated with the distribution...
However, in the past few years, various novel techniques have been introduced by researchers for managing the uncertainties in microgrids. Sensitivity analysis [10], fuzzy logic-based optimization [11], stochastic optimization techniques [12], and robust optimization [13–16] are among the noticeable techniques available in the literature for uncertainty management in scheduling of active distribution systems and microgrids. The drawbacks associated with each of the uncertainty management technique are summarized in the following paragraphs.

The discrepancy between the forecasted values and realization has been relatively small in the conventional distribution systems [9]. Therefore, reserves have been commonly used for catering these minor discrepancies. However, in multi-microgrid systems this solution is not feasible. Sensitivity analysis being a post-operation analysis technique is not capable of providing any immunity against the uncertainties. Determination of membership functions in a fuzzy programming is based on personal experience of decision makers and is somewhat free and subjective [17]. Due to the limitations of these techniques, stochastic and robust optimization techniques have been widely used for uncertainty management of microgrids.

The prominent disadvantages associated with the stochastic optimization-based uncertainty management of microgrids are increase in problem size and computational requirements with increase in number of scenarios, dependence of accuracy on scenario generating technique [14], provision of probabilistic guarantee for feasibility of solution [2], and requirement of accurate information of uncertainty for generation of precise probability distribution functions (PDFs) [13]. In contrast to stochastic optimization, RO only requires moderate information of underlying uncertainties (uncertainty bounds) [2], provides immunity against all possible realizations of uncertain data within the uncertainty bounds, and formulation of tractable models even for large systems [9]. These features of RO along with many other related appealing features have attracted the attention of researchers in the recent years. In addition to scheduling of microgrids [13–16], RO has also been used for optimization of various other related objectives of power systems which includes, distributed generation investments [18], transmission network expansion [19], DG placement [20], transition of electric vehicles (EVs) [21], scalability of DR [22], communication in microgrids [23], and many more.

Architecture of energy management system (EMS) plays a vital role in the scheduling of MGs/MMGs. Therefore, various EMS strategies have been investigated by the research community. A centralized EMS strategy has been proposed by [24] for scheduling of microgrids while, an optimal energy management for cooperative multi-microgrid community has been proposed by [25,26]. Distributed energy management strategies have been used for scheduling of microgrids by [27,28]. Both the centralized and distributed strategies have their own merits and demerits, which are highlighted by [26,29]. Hybrid and hierarchical optimization schemes have also been used for scheduling of microgrids in the recent years [26,29]. Due to the merits of cooperative MMG communities highlighted by [25,26], a cooperative MMG community has been used for testing the feasibility of the proposed optimization strategy.

Most of the researches available in the literature on RO-based scheduling [1,2,9,13–17] of MGs are concentrated on a single microgrid. However, in order to fully benefit from MGs, networking of various MGs to form a multi-microgrid (MMG) system has emerged in the literature as an advanced form and application of single MGs [30]. This interconnection may result in escalation of uncertainties, especially if the MGs lie within the same metrological locality (which is commonly practiced). A feasible solution for the worst-case realization of the MMG system is more challenging and desirable than single MGs. Even for single MGs, RO has been primarily used for uncertainty management of renewable energy sources only [2,9,14,15,17]. However, load uncertainty has become equally challenging and equally important problem for microgrids.

In this paper, RO has been used for scheduling of multi-microgrid systems considering uncertainty in both output of renewable energy sources and forecasted load values. Initially, a deterministic model has been formulated for the MMG system. Then, it has been transformed to a non-linear robust counterpart and finally, a tractable robust counterpart has been formulated. The objective of the
developed model is to minimize the daily operation cost of the MMG system in grid-connected mode under the given uncertainty bounds. Due to the higher penalty cost of load shedding in islanded mode, service reliability becomes more essential than operation cost. The results of the proposed algorithm like operation cost and unit commitment of controllable generators, and BESSs remain valid even if the loads and/or renewable power outputs fluctuate (within the provided uncertainty bounds). Therefore, the robustness of the proposed approach can be defined as its ability to operate and provide feasible solutions under the bounded uncertainties. The conservativeness of the solution and probability of unfeasible solution under the given uncertainty bounds can be controlled by selecting a suitable value of budget of uncertainty. In order to quantify the impact of uncertainties, uncertainty gaps have been determined for each case (uncertainty in renewable power sources, uncertainty in electric loads, and uncertainty in both renewable energy sources and electric loads). The developed models have been simulated using CPLEX in Microsoft visual studio environment.

2. Uncertainty Management in Microgrids

Microgrid operation based on deterministic optimization as shown in Figure 1a, neglects the forecast errors. However, the uncertainties of load and renewable energy are important issues for economic and secure operation of microgrids [1]. Conventionally, uncertainties in power systems have been handled by imposing conservative reserve requirements. It is easy to implement practice. However, it could be an economically inefficient way to commit extra resources as reserve to handle uncertainty [2]. Additionally, multi-microgrid systems may still face capacity shortfall when the real-time conditions deviates significantly from the expected values.

![Figure 1](image.png)

**Figure 1.** Uncertainty representation: (a) Deterministic optimization; (b) Stochastic optimization; and (c) Robust optimization.

Sensitivity analysis is carried out to assess the impact of forecasting errors on microgrid operations and system security [31]. However, it is a post-optimal analysis technique and is not capable of directly identifying an optimal scheduling strategy in terms of minimizing the uncertainty for achieving a guaranteed immunity against any real-time discrepancy. Fuzzy-optimization has also been emerged as a candidate for dealing with uncertainties in scheduling of microgrids. In fuzzy-optimization, the errors in the forecast load, wind speed, and solar irradiance can be taken into account through fuzzy sets [32]. Fuzzy logic-based clustering is used to account for seasonal variations. These fuzzy sets are known as membership functions.
However, the selection of these fuzzy sets is specific to the experience of the decision makers and is somewhat free and subjective [17]. Stochastic optimization has been widely used for scheduling of uncertainty-aware microgrids. However, due to various limitations of stochastic optimization and numerous advantages of robust optimization, RO has gained tremendous popularity in optimization of microgrids. Figure 1b shows a stochastic optimization approach and Figure 1c shows the RO approach. It can be observed that RO only needs information about the upper and lower bounds of uncertainty. The major drawbacks associated with the stochastic optimization and merits of RO can be summarized as follows.

- Stochastic optimization only provides probabilistic guarantee to the feasibility of solution while, RO provides immunity against all possible realizations of the uncertain data within a deterministic uncertainty set [2].
- In stochastic optimization large number of scenarios are required to ensure quality of the scheduling solution which results in growth of problem size and computational requirements, while RO puts the random problem parameters in a deterministic uncertainty set including the worst-case scenario and the robust model remains computationally tractable for all cases [15].
- In case of stochastic optimization, accurate information of uncertainties is required to construct accurate PDFs, while RO describes uncertainties by sets, i.e., upper and lower bounds and need not assume probability distributions [18].
- The accuracy of solution is sensitive to the technique used for scenario generation in stochastic optimization but RO only needs information about the upper and lower bounds [18].

In 1970, Soyster adopted linear robust optimization for the first time. Due to conservativeness under worst-case constraints, this technique has not gained much popularity [18]. These conservative property problems have been resolved by [33], by proposing the concept of adjustable robust optimization. However, the complexity of robust counterpart was still an issue. The complexity issue has been resolved by introducing an adjustable parameter by [34,35]. That parameter has been named as budget of uncertainty and is decided by the decision makers. This parameter can ensure a trade-off between the objective of robustness and economy. This method has been used for optimization of multi-microgrids in this paper.

The breakdown of major steps in a robust optimization-based processing of uncertain data is shown in Figure 2. Estimation of upper and lower uncertainty bounds can be done using historic data [36] or confidence intervals [37]. A review on neural network-based prediction intervals has been carried out by [38] for determining confidence intervals. After determining the upper and lower bounds, a deterministic model is formulated.

![Problem formulation process of robust optimization.](image-url)

**Figure 2.** Problem formulation process of robust optimization.
The deterministic model is then transformed into the worst-case model. The worst-case model contains a sub-problem; linear duality theory is applied to the sub-problem. By applying Karush-Kuhn-Tucker (KKT) optimality conditions and decided value of budget of uncertainty by decision makers, a traceable robust counterpart can be formulated. The budget of uncertainty is used to formulate a trade-off between the conservatism and the probability of unfeasible solutions within the given uncertainty bounds. The relationship between the error probability of unfeasible solution and budget of uncertainty for independent and symmetrically distributed random variables in $[-1, 1]$ has been formulated by [35].

3. System Model

A cooperative network of three heterogeneous microgrids (MG$_1$, MG$_2$, and MG$_3$) has been considered in this study. The basic components of each microgrid are renewable energy sources (photovoltaic (PV) array, wind turbine (WT), and concentrated solar (CS) power unit), controllable distributed generator (CG), battery energy storage system (BESS), and electric load. Each MG contains at least one of the three renewable energy sources. CGs in all microgrids are assumed to be of same type with different generation capacities. BESS capacity has also been assumed to be different for each MG. All the MGs are inter-connected and connected to the utility grid, such that they can trade energy with the utility grid and with other MGs of the network. Proposed MMG system can also operate in islanded mode. An illustration of the MMG system is shown in Figure 3.

Each MG sends its information to the community EMS (CEMS). This information includes capacity and state of charge (SOC) of BESS, forecasted values of renewable generators with uncertainty bounds, forecasted values of load with uncertainty bounds, and capacity and per-unit generation cost of each CG units. CEMS receives the market price signals (buying and selling prices) from the utility grid. After receiving all the component-related information from each MG and market price signals from the utility grid, CEMS performs optimization of the MMG system with an objective to minimize the operation cost of the MMG system under worst-case realization. CEMS is responsible for scheduling the resources of each MG. Each MG has to follow the scheduling commands received from the CEMS.

![Figure 3. An illustration of a typical multi-microgrid system.](image-url)
4. Problem Formulation

Optimal operation of MGs is considered as the uppermost level of microgrid control. The control levels in MGs are due to difference in significance and time scale for each control level [39]. Each lower level of control is a prerequisite for the upper level control. Therefore, constraints related to the lower levels’ control are assumed to be satisfied in each of the upper level control. The proposed approach is meant for economic scheduling of MMGs, therefore, lower level controls like internal voltage and current control of DRs, voltage and frequency deviations compensation, and load flow analysis, have not been included (assumed to be fulfilled). A robust optimization formulation is developed to deal with the uncertainties of renewable power sources and forecasted load demands. The developed robust model is based on mixed integer linear programming (MILP) and the robustness of the model can be adjusted against the level of conservatism of the solution. The proposed model is formulated for a 24-h scheduling horizon with a time interval of \( t \), which could be any uniform interval of time. However, in the proposed scheduling \( t \) has been assumed to be one hour.

4.1. Deterministic Model

4.1.1. Objective Function

The objective of the deterministic model is to minimize the following objective function. The objective function comprises the operating costs, start-up and shut-down costs of CGs, total cost of buying electricity from the utility grid, total profit gained by selling electricity to the utility grid in grid-connected mode, and penalty cost for shedding load in islanded mode respectively. \( u_m (t) \) is operation mode indicator of MMG system. \( u_m (t) = 1 \) implies that the \( m^{th} \) MG is connected to the main grid and 0 indicates the islanded mode.

\[
\begin{align*}
\min \sum_{t=1}^{T} \sum_{m=1}^{M} \sum_{g=1}^{G} \left( Pucci_{m,g}^{CG} \left( p_{m,g}^{CG} (t) \right) + Suci_{m,g}^{CG} (t) + SDci_{m,g}^{CG} (t) \right) \\
+ \sum_{t=1}^{T} \sum_{m=1}^{M} \left( C_{BUY} (t) \cdot p_{m,BUY}^{BUY} (t) - C_{SELL} (t) \cdot p_{m,SELL}^{SELL} (t) \right) u_m (t) \\
+ \sum_{t=1}^{T} \sum_{m=1}^{M} C_{SHED}^{SHED} \cdot p_{m,SHED}^{SHED} (t) \cdot (1 - u_m (t))
\end{align*}
\]

4.1.2. Load Balancing Constraints

For each MG, the total amount of power generated from the local sources and BESS charging/discharging power must be kept equal to the local load demand and power exchanged with the utility grid and other MGs of the network in grid-connected mode. However, in islanded mode, load shedding might be used for balancing the load as represented by Equation (2a).

\[
p_{LOAD}^{m} (t) - p_{SHED}^{m} (t) \cdot (1 - u_m (t)) + p_{CHR}^{m} (t) + s_{m}^{SE} (t) \cdot p_{m,SELL}^{SELL} (t) = p_{GEN}^{m} (t) + p_{GRID}^{m} (t) + p_{DCR}^{m} (t) + r_{f,m} (t) \cdot p_{m,RE}^{RE} (t) \ ; \forall m, t
\]

\[
p_{GRID}^{m} (t) = \left( f_{g,m} (t) \cdot p_{m,BUY}^{BUY} (t) - f_{g,m} (t) \cdot p_{m,SELL}^{SELL} (t) \right) u_m (t) ; \forall m, g, t
\]

\[
p_{GEN}^{m} (t) = \sum_{g=1}^{G} p_{m,g}^{CG} (t) + w_{m}^{WT} (t) + p_{m,pv}^{PV} (t) + cs_{m} p_{m}^{CS} (t) \ ; \forall m, t
\]

\[
p_{pv,m} (t), w_{m}^{WT} (t), cs_{m}, f_{g,m} (t), t_{g,m} (t), r_{f,m} (t), s_{m} (t), u_m (t) \{0, 1\} ; \forall m, t
\]

\[
rf_{m} (t) + sl_{m} (t) = 1; f_{g,m} (t) + t_{g,m} (t) = 1; p_{m,SHED}^{SHED} (t) \leq p_{LOAD}^{m} (t) \ ; \forall m, t
\]

Equation (2a) is the power balancing equation. While, Equation (2b) shows the trading power with the utility grid and Equation (2c) gives the total local generations (controllable and renewable).
Equation (2d) shows the binary variables associated with the renewable generations \((p_{vw,m}, w_{lm,C_m})\), power trading with the utility grid \((f_{G_m}, t_{G_m})\), and power trading among microgrids \((f_{r_m}, s_{l_m})\), respectively. Equation (2e) depicts the fact that simultaneous buying/selling from/to the utility grid, and simultaneous sending/receiving to/from other MGs is not possible for a given MG at time \(t\).

### 4.1.3. Constraints for Controllable Generators

Equation (3a)–(3e) show the imposed constraints for distributed controllable generators. In Equation (3a), \(s_{m,g}(t)\) is a binary variable and it shows the commitment status of CG \(g\) in MG \(m\) at time interval \(t\). If CG is committed to operate in time \(t\), this binary variable takes the value of 1 and 0 otherwise. Power generation limits of \(g^{th}\) CG in \(m^{th}\) MG are given by Equation (3a). Equation (3b) shows the relationship between the start-up indicator \((su_{m,g}(t))\) and shut-down indicator \((sd_{m,g}(t))\). If the \(g^{th}\) CG is started up at time \(t\), start-up indicator will take the value of 1 and zero otherwise. Similarly, the shutdown indicator will take a value of 1, if the \(g^{th}\) CG is shut-down at time \(t\) and zero otherwise [30]. Equation (3c) and (3d) show the constraints related to start-up and shut-down costs, respectively. Equation (3e) portrays the fact that at any given time \(t\), any CG cannot be started up and shut down simultaneously.

\[
\begin{align*}
\min \left[p_{CG}^{CG}(m,g) \cdot s_{m,g}(t) \right] & \leq p_{CG}^{m}(t) \leq \max \left[p_{CG}^{CG}(m,g) \cdot s_{m,g}(t) ; s_{m,g}(t) \in \{0,1\} ; \forall m,g,t \right] \quad (3a) \\
su_{m,g}(t) - sd_{m,g}(t) = s_{m,g}(t) - s_{m,g}(t-1) ; \forall m,g,t \quad (3b) \\
SUC_{m,g}^{CG}(t) \geq UC_{m,g}^{CG}(t) \cdot (s_{m,g}(t) - s_{m,g}(t-1)) \quad ; \forall m,g,t \quad (3c) \\
SDC_{m,g}^{CG}(t) \geq DC_{m,g}^{CG}(t) \cdot (s_{m,g}(t-1) - s_{m,g}(t)) \quad ; \forall m,g,t \quad (3d) \\
su_{m,g}(t) + sd_{m,g}(t) \leq 1 ; \forall m,g,t \quad (3e)
\end{align*}
\]

### 4.1.4. Energy Trading Constraints

The power exchange between the \(m^{th}\) MG and utility grid is limited by the capacity of the corresponding line connecting them. Equation (4a) shows this limitation for trading power with the utility grid. The binary variables as defined in Equation (2e) allow the corresponding line connecting them. Equation (4a) shows this limitation for trading power with the utility grid, and simultaneous sending/receiving to/from other MGs is not possible for a given MG at time \(t\) [30].

\[
\begin{align*}
-p_{CAP}^{m} & \leq p_{GRID}^{m}(t) \leq p_{CAP}^{m} ; \forall m,t \quad (4a) \\
0 & \leq p_{RE}^{(m,n)}(t) \leq r_{m,n} \cdot p_{CAP}^{m} ; \forall m,n,t; \forall m \neq n \quad (4b) \\
0 & \leq p_{DEF}^{m}(t) \leq r_{m,n} \cdot p_{CAP}^{m} ; \forall m,n,t; \forall m \neq n \quad (4c) \\
0 & \leq p_{SE}^{m}(t) \leq s_{m} \cdot p_{SU}^{m} ; \forall m,n,t; \forall m \neq n \quad (4d) \\
\sum_{m=1}^{N} \sum_{n=1}^{M} p_{RE}^{m,n}(t) & = \sum_{n=1}^{N} \sum_{m=1}^{M} p_{RE}^{m,n}(t) ; \forall m,n,t; \forall m \neq n \quad (4f)
\end{align*}
\]

The power exchange between any two connected MGs \((m, n)\) is limited by the capacity of the corresponding line connecting them. Equation (4b) and (4c) show these limitations for sending power from \(m^{th}\) MG to \(n^{th}\) MG and receiving power by \(m^{th}\) MG from \(n^{th}\) MG, respectively. The value of \(p_{RE}^{m,n}(t)\) will be positive, if MG \(m\) sends power to MG \(n\) and it will be zero otherwise. Similarly, the value of \(p_{RE}^{n,m}(t)\) will be positive if MG \(m\) receives power from MG \(n\) and vice versa. Equation (2e) allows each MG to either send or receive power at time interval \(t\). Equation (4d) constrains each MG
for receiving only deficit amount of power from other microgrids, i.e., prohibits selling of received power and (4e) restricts each MG for sending only surplus power to other MGs of the network, i.e., prohibits from buying while sending power. Finally, Equation (4f) shows that amount of power sent and received to/from MGs of network should be balanced at each time interval t.

4.1.5. Battery Constraints

The limits and dynamics of electrical energy stored in the BESS of $m^{th}$ MG are given by Equation (5a) and (5b). Equation (5c) and (5d) show the charging and discharging limits of BESS, respectively. Equation (5e) shows the constraints related to initial step of the simulation time frame with $p^{\text{INIT}}_m$ as the initial SOC of the BESS. Equation (5f) depicts that BESS cannot be charged and discharged simultaneously. The time interval (time step) for BESS modeling will be in accordance to defined time step in problem formulation, i.e., one hour in this study.

$$\min \left[ \bar{p}^\text{BESS}_m \right] \leq p^\text{SOC}_m(t) \leq \max \left[ p^\text{BESS}_m \right]; \forall m, t \quad (5a)$$

$$p^\text{SOC}_m(t) = p^\text{SOC}_m(t-1) + p^\text{CHR}_m(t) - \frac{p^\text{DCR}_m(t)}{\eta^\text{CHR}_m}; \forall m, t \quad (5b)$$

$$0 \leq p^\text{CHR}_m(t) \leq \left( \frac{\max \left[ p^\text{BESS}_m \right] - p^\text{SOC}_m(t-1)}{\eta^\text{CHR}_m} \right) \cdot c_m(t); \forall m, t \quad (5c)$$

$$0 \leq p^\text{DCR}_m(t) \leq \left( \left( p^\text{SOC}_m(t-1) - \min \left[ p^\text{BESS}_m \right] \right) \right) \cdot d_m^\text{DCR}(t); \forall m, t \quad (5d)$$

$$p^\text{SOC}_m(t-1) = p^{\text{INIT}}_m \text{ if } t = 1; \forall m, t \quad (5e)$$

$$c_m(t) + d_m(t) = 1; \forall m, \quad c_m(t), d_m(t) \in \{0, 1\}; 0 \leq \eta^\text{CHR}_m, \eta^\text{DCR}_m \leq 1; \forall m, t \quad (5f)$$

4.2. Robust Counterpart

The next step in robust optimization-based problem solving is to formulate a robust counterpart of the deterministic model as depicted by Figure 2. The purpose of the robust counterpart is to overcome the drawbacks introduced by uncertainties [40]. The uncertainty bounds are formulated prior to worst-case model realization, in order to cater the influence of intermittent renewable power generation and variable customer loads.

4.2.1. Uncertainty Bounds

It is assumed that all the decision variables should be made before the revealing of the uncertainty from the renewable energy sources and electric loads. The bounded variables for electric load ($P'_{\text{LOAD}}(t)$) and renewables power generations ($P_{\text{PV}}^m(t)$, $P_{\text{WT}}^m(t)$, $P_{\text{CS}}^m(t)$) are given by Equation (6a)–(6d). The symmetrical uncertainties associated with load ($\Delta P'_{\text{LOAD}}(t)$) and renewable power generations ($\Delta P_{\text{PV}}^m(t)$, $\Delta P_{\text{WT}}^m(t)$, $\Delta P_{\text{CS}}^m(t)$) lie within the upper and lower bounds given by Equation (6a)–(6d). The upper bounds ($\bar{P}'_{\text{LOAD}}(t)$, $\bar{P}_{\text{PV}}^m(t)$, $\bar{P}_{\text{WT}}^m(t)$, $\bar{P}_{\text{CS}}^m(t)$) and lower bounds ($\underline{P}'_{\text{LOAD}}(t)$, $\underline{P}_{\text{PV}}^m(t)$, $\underline{P}_{\text{WT}}^m(t)$, $\underline{P}_{\text{CS}}^m(t)$) for the uncertain quantities (load and renewable generators) can be calculated using the methods suggested by [36–38].

$$P'_{\text{LOAD}}^m(t) = P_{\text{LOAD}}^m + \Delta P'_{\text{LOAD}}^m(t); \quad P_{\text{LOAD}}^m(t) \leq \Delta P'_{\text{LOAD}}^m(t) \leq \bar{P}'_{\text{LOAD}}^m(t) \quad (6a)$$

$$P_{\text{PV}}^m(t) = P_{\text{PV}}^m + \Delta P_{\text{PV}}^m(t); \quad P_{\text{PV}}^m(t) \leq \Delta P_{\text{PV}}^m(t) \leq \bar{P}_{\text{PV}}^m(t) \quad (6b)$$

$$P_{\text{WT}}^m(t) = P_{\text{WT}}^m + \Delta P_{\text{WT}}^m(t); \quad P_{\text{WT}}^m(t) \leq \Delta P_{\text{WT}}^m(t) \leq \bar{P}_{\text{WT}}^m(t) \quad (6c)$$

$$P_{\text{CS}}^m(t) = P_{\text{CS}}^m + \Delta P_{\text{CS}}^m(t); \quad P_{\text{CS}}^m(t) \leq \Delta P_{\text{CS}}^m(t) \leq \bar{P}_{\text{CS}}^m(t) \quad (6d)$$
4.2.2. Load Balancing

The objective function of robust model is identical to that of deterministic model (1). The electric power balance in each microgrid should be met when the worst-case of uncertainties occur. The worst-case for the load balancing in deterministic model (2a) for \( m^{th} \) MG would occur at the maximum increase in the electric load and maximum decrease in the renewable power generation. The worst-case load balancing is depicted by Equation (7a) with \( p_{m}^{WC} (t) \) as the total uncertainty factor. The total uncertainty factor can be calculated using Equation (7b).

\[
p_{m}^{LOAD} (t) - p_{m}^{SHELD} (t) \cdot (1 - u_m (t)) + p_{m}^{CHR} (t) + s_{m} (t) \cdot p_{m}^{SE} (t) + p_{m}^{WC} (t) = p_{m}^{GEN} (t) + p_{m}^{GRID} (t) + p_{m}^{DCR} (t) + r_{f_m} (t) \cdot p_{m}^{RE} (t); \forall m, t
\]

\[
p_{m}^{WC} (t) = \max \left\{ \left( \frac{p_{m}^{LOAD} (t)}{z_m} \right)_{m} + \frac{z_m^{LOAD} (t)}{z_m} - \frac{p_{m}^{PV} (t)}{z_m} \cdot \frac{z_m^{PV} (t)}{z_m}, \frac{z_m^{WT} (t)}{z_m} - \frac{w_{t_m} \cdot \left( \frac{p_{m}^{WT} (t)}{z_m} + \frac{z_m^{WT} (t)}{z_m} \right)}{z_m} + \frac{c_{s_m} \cdot \left( \frac{p_{m}^{CS} (t)}{z_m} + \frac{z_m^{CS} (t)}{z_m} \right)}{z_m} \right\}; \forall m, t
\]

4.3. Sub-Problem and Dual

The next step in robust optimization-based problem solving is to identify the sub-problem and find dual of the sub-problem. It can be observed from the worst-case load balancing Equation (7a) and (7b) that maximization of uncertainty factor is a new objective inside the load balancing equation. The sub-problem can be formulated by taking Equation (7b) as the objective function and Equation (8a) and (8b) as the constraints.

\[
\left\{ \left( \frac{x_m^{LOAD} (t)}{z_m} + \frac{x_m^{LOAD} (t)}{z_m} \right) + l_{t_m} \cdot \left( \frac{x_m^{WT} (t)}{z_m} + \frac{x_m^{WT} (t)}{z_m} \right) + \frac{v_m \cdot \left( \frac{x_m^{PV} (t)}{z_m} + \frac{x_m^{PV} (t)}{z_m} \right) + c_{s_m} \cdot \left( \frac{x_m^{CS} (t)}{z_m} + \frac{x_m^{CS} (t)}{z_m} \right)}{z_m} \right\} \leq \Gamma_m (t) \in [0, k]; \forall m, t
\]

\[
0 \leq \frac{x_m^{WT} (t)}{z_m}, \frac{x_m^{PV} (t)}{z_m}, \frac{x_m^{CS} (t)}{z_m}, \frac{x_m^{LOAD} (t)}{z_m}, \frac{x_m^{LOAD} (t)}{z_m}, \frac{x_m^{PV} (t)}{z_m}, \frac{x_m^{CS} (t)}{z_m}, \frac{x_m^{LOAD} (t)}{z_m}, \frac{x_m^{LOAD} (t)}{z_m} \leq 1; \forall m, t
\]

The variables \( \frac{x_m^{LOAD} (t)}{z_m}, \frac{x_m^{LOAD} (t)}{z_m}, \frac{x_m^{WT} (t)}{z_m}, \frac{x_m^{WT} (t)}{z_m}, \frac{x_m^{PV} (t)}{z_m}, \frac{x_m^{CS} (t)}{z_m}, \frac{x_m^{LOAD} (t)}{z_m}, \frac{x_m^{LOAD} (t)}{z_m} \) are the scaled deviations for random electric loads, random wind power generation, random solar power generation, and random concentrated solar power generations, respectively. \( \Gamma_m (t) \) is the budget of uncertainty of \( m^{th} \) MG and is used to adjust the range of uncertainty set for electric loads and renewable power generation at time \( t \) [40].

In order to make the robust counterpart tractable, the sub-problem, which is composed of Equations (7b), (8a) and (8b), needs to be converted into the dual problem. By applying the linear duality theory and KKT optimality conditions on the sub-problem, following equations can be formulated.

\[
\min \left\{ \zeta_m (t), \lambda_m (t), \left( \lambda_m^+ (t) + \lambda_m^- (t) \right), p_{m}^{PV} \cdot \left( \lambda_m^{PV+} (t) + \lambda_m^{PV-} (t) \right) \right\}; \forall m, t
\]

\[
\zeta_m (t) + \lambda_m^+ (t) \geq \frac{p_{m}^{LOAD} (t)}{z_m}, \lambda_m^- (t) + \lambda_m^+ (t) \geq \frac{p_{m}^{LOAD} (t)}{z_m}; \forall m, t
\]

\[
\zeta_m (t) + \lambda_m^- (t) \geq -l_{t_m} \cdot \frac{p_{m}^{PV} (t)}{z_m}, \lambda_m^+ (t) + \lambda_m^- (t) \geq -l_{t_m} \cdot \frac{p_{m}^{PV} (t)}{z_m}; \forall m, t
\]

\[
\zeta_m (t) + \lambda_m^{PV+} (t) \geq -p_{m}^{PV} \cdot \frac{p_{m}^{PV} (t)}{z_m}, \lambda_m^+ (t) + \lambda_m^{PV+} (t) \geq -p_{m}^{PV} \cdot \frac{p_{m}^{PV} (t)}{z_m}; \forall m, t
\]

\[
\zeta_m (t) + \lambda_m^{CS+} (t) \geq -c_{s_m} \cdot \frac{p_{m}^{CS} (t)}{z_m}, \lambda_m^+ (t) + \lambda_m^{CS+} (t) \geq -c_{s_m} \cdot \frac{p_{m}^{CS} (t)}{z_m}; \forall m, t
\]

\[
\zeta_m (t), \lambda_m^+ (t), \lambda_m^- (t), \lambda_m^{PV+} (t), \lambda_m^{PV-} (t), \lambda_m^{CS+} (t), \lambda_m^{CS-} (t) \geq 0; \forall m, t
\]
In order to convert the sub-problem into dual problem, dual variables are required. Dual variables for load ($\lambda_{m}^{l-}(t), \lambda_{m}^{l+}(t)$), wind power generators ($\lambda_{m}^{w-}(t), \lambda_{m}^{w+}(t)$), solar power generators ($\lambda_{m}^{p+}(t), \lambda_{m}^{p-}(t)$), concentrated solar power generators ($\lambda_{m}^{c+}(t) + \lambda_{m}^{c-}(t)$), and uncertainty adjustment factor ($\zeta_{m}(t)$) have been introduced in Equation (9a)–(9f). It can be observed from above equation set that Equation (9a) is the dual objective function of the sub-problem. While Equation (9b)–(9f) are the dual constraints subjected to the dual objective function. Equation (9f) depicts the fact that all the dual variables are non-negative.

4.4. Tractable Robust Counterpart

The final step in robust optimization-based problem solving is to formulate a tractable robust counterpart of the non-linear robust model as depicted by Figure 2. By using the dual problem developed in previous section and the worst-case load balancing Equation (7a), final tractable robust counterpart can be formulated as following:

$$
\min_{t=1}^{T} \sum_{m=1}^{M} \sum_{g=1}^{G} \left( P_{m}^{CG} \left( P_{m,g}^{CG}(t) \right) + SUC_{m,g}^{CG} (t) + SUC_{m,g}^{CG} (t) \right)
+ \sum_{t=1}^{T} \sum_{m=1}^{M} C_{BUY}^{m} (t) \cdot P_{m,BUY}^{m} (t) - C_{SELL}^{m} (t) \cdot P_{m,SELL}^{m} (t) \cdot u_{m} (t)
+ \sum_{t=1}^{T} \sum_{m=1}^{M} C_{SHED}^{m} \cdot P_{m,SHED}^{m} (t) \cdot (1 - u_{m} (t))
$$

Subject to:

$$
p_{m,LOAD}^{m} (t) - p_{m,SHED}^{m} (t) \cdot (1 - u_{m} (t)) + p_{m,CHR}^{m} (t) + s_{m} (t) \cdot p_{m,SE}^{m} (t) + p_{m,DU}^{m} (t) =
\begin{cases} 
P_{GRID}^{m} (t) + P_{DEC}^{m} (t) + r_{f}^{m} (t) \cdot P_{RE}^{m} (t) \end{cases} \forall m, t
$$

$$
p_{m,DU}^{m} (t) = \begin{cases} 
\zeta_{m} (t) \cdot \Gamma_{m} (t) + \left( \lambda_{m}^{l-}(t) + \lambda_{m}^{l+}(t) \right) + \lambda_{m}^{p+}(t) + \lambda_{m}^{p-}(t) + \lambda_{m}^{c+}(t) + \lambda_{m}^{c-}(t) 
\end{cases} \forall m, t
$$

and Equations (2a)–(2e), (3a)–(3e), (4a)–(4f), (5a)–(5e), and (9b)–(9f).

It can be observed from Equation (10) that the objective function is identical to that of the deterministic model (Equation (1)). The value of budget of uncertainty is decided by the decision makers. Once the value of $\Gamma_{m} (t)$ is known, the tractable robust counter-part can be implemented using commercial software like CPLEX, which guarantee global optimality for MILP problems. A formulation has been derived by [35] for determining $\Gamma_{m} (t)$ with a given error probability.

5. Numerical Simulations

The developed RO-based scheduling algorithm has been applied to a multi-microgrid system composed of three microgrids as shown in Figure 3. The analysis has been conducted for a 24 h scheduling horizon with a time interval of 1 h. All the numerical simulations have been coded in C++ in Microsoft visual studio environment using CPLEX 12.3.

In order to visualize the uncertainty impact of both renewable energy sources and load, three cases have been simulated in this study. In the first case, nominal values of load have been considered with uncertain renewable power outputs. The second case elaborates the effects of uncertainty in load only, while the third case considers uncertainty in both renewable power output and load in both of the operation modes of MGs. Finally, operation costs have been compared against different values of $\Gamma_{m} (t)$ for each case. The maximum value of $\Gamma_{m} (t)$ depends on the number of uncertain random variables in that interval of time. Therefore, $\Gamma_{m} (t)$ will take a maximum value of 1 for initial two cases, where only one uncertainty source (renewable power generator or electric load) is considered, while the maximum value of $\Gamma_{m} (t)$ will be 2 for the third case, where both of the uncertainty sources
(renewable power generator and electric load) are considered. The realization where $\Gamma_m(t)$ takes its respective maximum value is termed as worst-case realization under those conditions.

5.1. Input Data

The forecasted hourly load profile of each MG is shown in Figure 4a, while Figure 4b shows the hourly output powers of non-dispatchable generators. The parameters related to BESSs, CGs and RGs are listed in Table 1.
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Figure 4. (a) Hourly electric load of microgrids (MGs); and (b) Hourly renewable generation outputs in each microgrid (MG).

<table>
<thead>
<tr>
<th>MGs</th>
<th>Capacities and Parameters of BESSs</th>
<th>Generation Limits of CGs</th>
<th>Generation Capacities of RGs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\eta_{\text{CHR}}$ min</td>
<td>$\eta_{\text{DCR}}$ max</td>
<td>$\eta_{\text{BESS}}$ min</td>
</tr>
<tr>
<td>MG1</td>
<td>2%</td>
<td>2%</td>
<td>0 kWh</td>
</tr>
<tr>
<td>MG2</td>
<td>2%</td>
<td>2%</td>
<td>0 kWh</td>
</tr>
<tr>
<td>MG3</td>
<td>2%</td>
<td>2%</td>
<td>0 kWh</td>
</tr>
<tr>
<td>Total</td>
<td>6%</td>
<td>6%</td>
<td>0 kWh</td>
</tr>
</tbody>
</table>

Uncertainty bounds in electric loads have been taken from [41] and renewable generation uncertainty bounds have been considered ±10% wider than [41]. The value of uncertainty gap can be calculated using the value of corresponding $\Gamma_m(t)$ and forecasted values of corresponding uncertain variables. All quantities in Figures 5–14 have been calculated by adding the corresponding quantities of individual microgrids, i.e., collective/cumulative values. The collective uncertainty gap while considering uncertainty of renewable power sources only is shown in Figure 5a and load only in Figure 5b. The uncertainty gap shown is Figure 6a has been calculated by considering uncertainties in both renewable power sources and electric loads. Day-ahead market price signals have been taken as inputs and are depicted by Figure 6b.
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Figure 5. Hourly collective uncertainty gap: (a) Renewable energy sources; and (b) Electric loads.
5.2. Uncertainty in Renewable Energy Sources

The multi-microgrid scheduling problem has been solved by considering uncertainty in renewable power sources only in this section. The uncertainty gap for this case is shown in Figure 5a. Three cases have been considered for comparing internal and external trading, generation of CGs, and charging/discharging of BESS elements. Case a is the deterministic case \( (\Gamma_m(t) = 0) \), Case c is the worst-case \( (\Gamma_m(t) = 1) \), and Case b is an intermediate case \( (\Gamma_m(t) = 0.5) \) in this section.

It can be observed from Figure 5a that uncertainty gap for Case a (deterministic case) is zero. However, an uncertainty gap can be observed for Case b and even a wider gap for Case c. This uncertainty gap has to be filled by the CEMS through external trading (trading with utility grid), internal trading (trading among microgrids), increasing the generation of CGs, and/or by utilizing BESSs.

**Case b:** It can be observed from Figure 7b that in time intervals 1–4, 6, and 24, uncertainty gap has been filled by buying more power from the utility grid. Figure 8a shows that CG generation has been increased in the time intervals 8–11, 15, 16, and 23 to fulfill the gap. Figure 7a shows that amount of selling power has been reduce in time intervals 12–14 to suffice the energy needs of microgrids. Figure 8b shows that BESSs have been charged in the initial off-peak price intervals and discharged in the peak intervals of price. Figure 7a shows that internal trading is increased when CG generation is increased or BESS is discharged. Such type of behavior can be observed in time intervals 8–11, 16, 16, 23 and 15–18, respectively.

**Case c:** The uncertainty gap of Case c is wider than that of Case b as shown in Figure 5a. Therefore, Case c realization requires more generation or internal/external trading to assure the feasibility of solution even in the worst-case scenario. However, Figures 7 and 8 depict that the general behavior of Case c is similar to that of Case b. The driving force of this behavior is the minimization of the operation cost which can be achieved by buying from utility grid and charging BESSs in off-peak price intervals. Increasing the generation of CGs can be observed in the time interval 12–15. However, the amount of selling power has been reduced in time intervals 16–18 to suffice the energy needs of microgrids. Figure 8b shows that BESSs have been charged in the initial time intervals and discharged in the peak intervals of price. Figure 7a shows that internal trading is increased when CG generation is increased or BESS is discharged. Such type of behavior can be observed in time intervals 10–18, respectively.

**Figure 6.** (a) Hourly collective uncertainty gap for both renewable power sources and electric loads; and (b) Market price signals along with generation cost of controllable distributed generators.

**Figure 7.** Collective power trading: (a) Internal trading; and (b) External trading.
intervals, increasing generation of CGs in the mid-peak price intervals, and increasing the selling to the utility grid and discharging BESS in the peak price intervals.

![Figure 8](image1)

**Figure 8.** (a) Collective generation amount of Controllable generators (CGs); and (b) Cumulative state of charge (SOC) of battery energy storage system (BESSs).

### 5.3. Uncertainty in Electric Load

In this section, the multi-microgrid scheduling problem has been solved by considering uncertainty in electric loads only. The hour-wise uncertainty gap is shown in Figure 5b. In this section also, three cases have been considered. Case a is the deterministic case (load with nominal values), Case c is the worst-case (load increased by 10%) and Case b is an intermediate case (load increased by 5%). The trend of uncertainty gap is different from that of Section 5.2 where, due to uncertainty in renewable energy sources, maximum uncertainty can be observed at the noon time. However, due to the presence of load in all the time intervals the uncertainty is comparatively uniform and can be observed from Figure 5b.

**Case b:** It can be observed from Figure 9a that buying from the utility grid has increased in the time intervals 1–6, and 24. In the mid-peak price interval generation cost of MG1 is lower than the market buying price and that of MG2 lies between the selling and buying prices, which can be observed from Figure 6b. Therefore, MG2 increases its generation in time intervals 7–11 as shown in Figure 10a. However, due to higher magnitude of loads in time intervals 19–23, external trading (buying from utility grid) has increased in these time intervals. In deterministic case, MG1 and MG2 generate to their fullest in the peak price intervals 12–15 and sell the surplus amount of power to the utility grid. However, cost of CG in MG3, being sandwiched between the buying and selling prices, only generated required amount (neither buying nor selling). Figure 9a shows that external trading has significantly reduced in the peak price intervals. BESS has been charged and discharged twice in this case as shown in Figure 10b and internal trading has increased in most of the time intervals as shown in Figure 9b.
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**Figure 9.** Collective power trading: (a) Internal trading; and (b) External trading.
Case c: It is the worst-case scenario, i.e., loads of all the MGs take their worst values. Figure 5b shows that uncertainty gap is higher in this case as compared to Case b. The general trend is similar to that of Case b, with elevated magnitudes. The general trend of MMG is decided by the market price signals and per-unit generation cost of CGs in each MG. It can be observed from Figure 6b that during off-peak price interval MG1 has generated maximum power but MG2 and MG3 have generated minimum power and bought the deficit amount from the utility grid. In the mid-peak price intervals MG1 and MG2 have generated maximum and MG3 has generated as per requirement. BESSs are charged in off and mid-peak price intervals and are used in mid or on-peak price intervals.

5.4. Uncertainty in both Renewable Energy Sources and Electric Load

In the final case, the multi-microgrid scheduling problem has been solved by considering uncertainties in both renewable power sources and electric loads. The uncertainty gaps for this case are shown in Figure 6a. Similar to previous sections, in this section also, three cases have been considered. Case a is the deterministic case ($\Gamma_m(t) = 0$), Case c is the worst-case ($\Gamma_m(t) = 2$), and Case b is an intermediate case ($\Gamma_m(t) = 1$). There are two sets of random variables in this case. One set is associated with the load and other with the renewable power sources. The general trend of uncertainty gap shown in Figure 6a reflects the behavior of both of the previous cases.

5.4.1. Grid-Connected Mode

Case b: The value of budget of uncertainty ($\Gamma_m(t)$) is set to one in this case which makes the optimization problem to select one of the two (load and renewable power) uncertainties at each time interval $t$. In order to assure the feasibility of solution under all possible realizations, instead of selecting randomly, the proposed algorithm has been set to select the worst value. Generally, due to higher magnitude of load as compared to renewable power generation, load uncertainty is higher and is selected by the optimization algorithm. However, in the time intervals 10–14 the uncertainty of renewable sources is at the peak and is higher than the uncertainty of load in the corresponding time intervals. Therefore, renewable power uncertainty has been considered by the RO algorithm in these time intervals and load uncertainty has been considered in the remaining time intervals.

The difference between Case a and Case b, as shown in Figure 11a, is identical to that of Case c in Section 5.3, as shown in Figure 9a, in the time intervals 1–6 and 24. The generation amounts of CGs in time intervals 7–11 and 19–23 are also identical to those of Case c in Figure 10a. However, the magnitude of reduction in selling power in time intervals 11–13 in Figure 11a is identical to that of Case c in Figure 7a. Behavior of BESS charging/discharging is similar to that of Figure 10b as shown in Figure 12b.
The uncertainty gap is due to the fact that even for the deterministic case \( \Gamma_m (t) = 0 \), there is some unavoidable load shedding at time intervals 11–15, as shown in Figure 11a. Similarly, in both of the previous cases explained in Sections 5.2 and 5.3 internal trading has been progressively increased from Case a to Case c, but Figure 11b shows that internal trading has decreased in Case c in comparison with Case b. This behavior is due to the fact that in Case c due to uncertainty in both of the random variable sets surplus amount of individual MGs has drastically reduced.

5.4.2. Islanded Mode

The objective of the islanded mode operation is to minimize both the operation cost and amount of load shedding. However, due to the finite capacities of power sources, load shedding might be unavoidable in some cases. It can be observed from Figure 13a that even for the deterministic case \( \Gamma_m (t) = 0 \), there is some unavoidable load shedding at time intervals 18 and 19. The generation amount of CGs shown in Figure 14a is different from the grid-connected case, i.e., Figure 12a. The case with SOC of BESSs is the same. BESSs have been used more efficiently in islanded mode to minimize the amount of load shedding.

---

**Figure 11.** Collective power trading in grid connected mode: (a) Internal trading; and (b) External trading.

**Figure 12.** Grid-connected mode: (a) Collective generation amount of CGs; and (b) Cumulative SOC of BESSs.

**Case c:** This is the worst possible case in the given framework of simulations. In this case, both of the random variables sets (load and renewable generators) are assumed to take their worst values in each time interval \( t \). It can be observed from Figure 6a that the uncertainty gap is summation of Case c of Figure 5a and Case c of Figure 5b. Due to the absence of renewable energy sources (PV and CS) in the time intervals 1–7 and 19–24 the uncertainty gap adjustment trend is similar to that of Section 5.3. However, in the remaining time intervals due to combined uncertainties of both the random variable sets, the trend is different from other two cases explained in Sections 5.2 and 5.3. Unlike to the other two cases, selling power has reduced to zero in time intervals 11–15, as shown in Figure 11a. Similarly, in both of the previous cases explained in Sections 5.2 and 5.3 internal trading has been progressively increased from Case a to Case c, but Figure 11b shows that internal trading has decreased in Case c in comparison with Case b. This behavior is due to the fact that in Case c due to uncertainty in both of the random variable sets surplus amount of individual MGs has drastically reduced.
When shedding of the MMG system can be summarized as follows.

- **Case b**: In this case, one of the two uncertainties will be selected by the optimization algorithm and scheduling will be carried out for the worst case in the given frame of uncertainties. Amount of load shedding has been increased in this case as compared to the deterministic case. It can be observed from Figure 13a and 14b that load shedding has been carried out only in the peak load intervals after utilizing BESSs. The dynamics of BESSs charging/discharging are also changing more frequently as compared to the deterministic case.

- **Case c**: In this case, both of the uncertainties (renewable power and load) have been considered by the optimization algorithm for scheduling of the MMG system. Amount of load shedding in the peak price intervals has further increased in this case. Due to the consideration of uncertainties in both renewable energy sources and electric loads, internal trading has been reduced in this case in comparison with previous cases. Figure 14a depicts that CGs outputs have been increased to fulfill the load demands. Load shedding has been carried out only in those time intervals where, both CGs and BESSs were unable to fulfill the electric load demands of the MMG system.

The general behavior in all the cases to minimize the operation cost and minimize the load shedding of the MMG system can be summarized as follows.

- When \( PUC_{m,g}^{CG} \left( P_{m,g}^{CG} (t) \right) < C^{SELL} (t) < C^{BUY} (t) \), CG generates to its fullest, sends to other MGs with CGs of higher cost, or sells to the utility grid.
- When \( C^{SELL} (t) \leq PUC_{m,g}^{CG} \left( P_{m,g}^{CG} (t) \right) < C^{BUY} (t) \), CG does not involve in external trading. It suffices its local load demands and may send to other MGs having expensive CGs.
- When \( PUC_{m,g}^{CG} \left( P_{m,g}^{CG} (t) \right) \geq C^{BUY} (t) > C^{SELL} (t) \), CG generates minimum power and either receives from other MGs having cheaper CGs or buys from the utility grid.
- BESS is charged mainly in off-peak/mid-peak price intervals and discharged in the peak intervals.
- Internal trading is increased when BESS is discharged or generation of CGs in individual MGs is increased.

---

**Figure 13.** Islanded mode: (a) Collective amount of load shed; and (b) Internal trading.

**Figure 14.** Islanded mode: (a) Collective generation amount of CGs; and (b) Cumulative SOC of BESSs.
• Load shedding is carried out only in peak load intervals when both CGs and BESSs were unable to fulfill the electric load demands of the MMG system.

5.5. Operation Cost and Budget of Uncertainty

Various values of budget of uncertainty ($\Gamma_m(t)$) and probability of unfeasible solution ($\varepsilon_e$) in the given uncertainty bounds have been compared against the daily operation cost of the MMG system in both operation modes. It can be observed from Table 2 that operation cost for uncertain load is higher as compared to the corresponding uncertainty in renewable power, which is due to the absence of solar related renewable power in the morning and night times. Corresponding grid-connected mode operation cost has been used as a reference for calculating increase percentage in each case.

<table>
<thead>
<tr>
<th>Budget of Uncertainty and Error</th>
<th>Uncertainty in Renewable Power</th>
<th>Uncertainty in Electric Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_m(t)$</td>
<td>$\sum_{t=1}^{T} \Gamma_m(t)$</td>
<td>$\varepsilon_e$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0.58</td>
</tr>
<tr>
<td>0.25</td>
<td>6</td>
<td>0.15</td>
</tr>
<tr>
<td>0.5</td>
<td>12</td>
<td>0.012</td>
</tr>
<tr>
<td>0.75</td>
<td>18</td>
<td>$2.6 \times 10^{-4}$</td>
</tr>
<tr>
<td>1</td>
<td>24</td>
<td>$1.3 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Table 3 shows that amount of load shedding increases with increase in the value of $\Gamma_m(t)$. The operation cost of the islanded mode is always greater than that of corresponding grid-connected mode. The two factors that result this increase are heavy penalty costs for shedding loads and inability of the MMG system to trade with the utility grid.

Table 4 shows the operation cost considering uncertainties in both renewable power sources and loads. It can be observed that the operation cost at $\Gamma_m(t) = 1$ is higher than both of the operation cost in Table 1 at $\Gamma_m(t) = 1$ which is due to the consideration of worst scenario. The case with amount of load shedding is the same. However, probability of error has increased at $\Gamma_m(t) = 1$ due to inclusion of more random variables.

<table>
<thead>
<tr>
<th>Budget of Uncertainty and Error</th>
<th>Uncertainty in Renewable Power</th>
<th>Uncertainty in Electric Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_m(t)$</td>
<td>$\sum_{t=1}^{T} \Gamma_m(t)$</td>
<td>$\varepsilon_e$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0.58</td>
</tr>
<tr>
<td>0.25</td>
<td>6</td>
<td>0.15</td>
</tr>
<tr>
<td>0.5</td>
<td>12</td>
<td>0.012</td>
</tr>
<tr>
<td>0.75</td>
<td>18</td>
<td>$2.6 \times 10^{-4}$</td>
</tr>
<tr>
<td>1</td>
<td>24</td>
<td>$1.3 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

Table 4. Performance in grid-connected and islanded modes with both uncertainty sources.
6. Conclusions

An RO-based algorithm has been proposed for day-ahead scheduling of multi-microgrids in grid-connected mode. Instead of using a hard-to-obtain probability distribution of the uncertain data, a deterministic uncertainty set (upper and lower bounds) has been used in this formulation. Simulation results have proved that the developed MILP-based model is capable of providing guaranteed immunity in contrast to probabilistic guarantee of stochastic optimization techniques against the worst-case scenario: maximum uncertainty in both renewable power source and load. The developed model can be easily implemented using commercial optimization tools and it remains tractable even for large systems. The behavior of the simulation results shows that the objective of the proposed strategy is to reduce the operation cost of the MMG system in grid-connected mode and minimize load shedding while reducing operation cost in islanded mode. The unit commitment status of CGs and BESSs determined in each case remains valid even if the load and/or renewable power outputs fluctuate with the determined bounds of uncertainties. It can be concluded form the simulation results that the probability of unfeasible solution reduces drastically as the budget of uncertainty increases. Therefore, a trade-off can easily be obtained by the decision makers. The increase in operation cost in islanded mode is due to penalties for load shedding and inability of the MMG system to trade with utility grid. Simulation results depict the required units of power sources to be committed, in order to assure the proper operation of MMG system under the given uncertainty.
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Nomenclature

Identifiers and Binary Variables

\begin{align*}
  t & \quad \text{Index of time, running from 1 to } T. \\
  m, n & \quad \text{Index of microgrids, running from 1 to } M \text{ and 1 to } N, \text{ respectively.} \\
  g & \quad \text{Index of dispatchable generators, running from 1 to } G. \\
  k & \quad \text{Number of random variables.} \\
  s_m (t) & \quad \text{Commitment status identifier of dispatchable generator } g \text{ of } MG m \text{ at } t. \\
  s_{m,g} (t), s_{d_{m,g}} (t) & \quad \text{Start-up and shut-down identifiers of dispatchable generator } g \text{ of } MG m \text{ at } t. \\
  f_{g} (t), f_{m} (t) & \quad \text{External trading identifiers buying and selling (from/to grid) in } MG m \text{ at } t. \\
  r_{f_m} (t), s_{t_m} (t) & \quad \text{Internal trading identifiers (receive from and send to) from/to } MG m \text{ at } t. \\
  p_{pv} (t), w_{t_m} (t) & \quad \text{Identifier showing presence of PV and WT in } MG m \text{ at } t. \\
  c_{s_m} (t), u_{m} (t) & \quad \text{Identifier showing presence of CS and grid-connection status of } MG m \text{ at } t. \\
  c_{m} (t), d_{m} (t) & \quad \text{Identifier for charging and discharging of BESS in } MG m \text{ at } t.
\end{align*}

Variables and Constants

\begin{align*}
  p_{\text{CG}}^{\text{BUY}} (t), p_{\text{CG}}^{\text{SELL}} (t) & \quad \text{Generation cost of dispatchable unit } g \text{ of } MG m \text{ at } t. \\
  p_{\text{cg}} (t) & \quad \text{Amount of power generated by dispatchable unit } g \text{ of } MG m \text{ at } t. \\
  c_{\text{SHED}} (t), p_{\text{SHED}} (t) & \quad \text{Cost for shedding load and amount of load shed in } MG m \text{ at } t. \\
  SUC_{m}^{\text{GG}} (t) & \quad \text{Start-up cost of dispatchable unit } g \text{ of } MG m \text{ at } t. \\
  SDC_{m}^{\text{GG}} (t) & \quad \text{Shut-down cost of dispatchable unit } g \text{ of } MG m \text{ at } t. \\
  C_{\text{BUY}} (t), C_{\text{SELL}} (t) & \quad \text{Price for buying and selling power from the utility grid at } t. \\
  p_{\text{BUY}} (t), p_{\text{SELL}} (t) & \quad \text{Amount of power bought from and sold to the utility grid by } MG m \text{ at } t. \\
  p_{\text{LOAD}} (t) & \quad \text{Forecasted electric load of } MG m \text{ at } t.
\end{align*}
\[ p_{\text{NC}}^{m}(t) \text{ Total uncertainty factor of } MG \text{ at } t. \]
\[ p_{\text{CH}}^{m}(t), p_{\text{DCR}}^{m}(t) \text{ Amount of electrical energy charged/discharged to/from BESS of } MG \text{ at } t. \]
\[ p_{\text{SE}}^{m}(t), p_{\text{RE}}^{m}(t) \text{ Forecasted power of WT and PV cell of } MG \text{ at } t. \]
\[ p_{\text{PV}}^{m}(t), p_{m}^{PV}(t) \text{ Forecasted power of CS unit of } MG \text{ at } t. \]
\[ p^{m}(t) \text{ Capacity of line connecting } m^{th} MG \text{ with utility grid and } n^{th} MG, \text{ respectively. } \]
\[ p_{\text{PV}}^{m}(t) \text{ Amount of power received by } m^{th} MG \text{ from } n^{th} MG \text{ at } t. \]
\[ p_{\text{SUR}}^{m}(t), p_{\text{DEF}}^{m}(t) \text{ Surplus and deficit amount of power in } MG \text{ at } t. \]
\[ \eta_{\text{CH}}, \eta_{\text{DCR}} \text{ Charging and discharging loss of BESS in } MGM. \]
\[ p_{\text{LOAD}}^{m}(t), \Delta p_{\text{LOAD}}^{m}(t) \text{ Bounded load and associated uncertainty bound in } MGM \text{ at } t. \]
\[ p_{\text{WT}}^{m}(t), \Delta p_{\text{WT}}^{m}(t) \text{ Bounded WT output power and associated uncertainty bound in } MGM \text{ at } t. \]
\[ p_{\text{PV}}^{m}(t), \Delta p_{\text{PV}}^{m}(t) \text{ Bounded PV output power and associated uncertainty bound in } MGM \text{ at } t. \]
\[ p_{\text{CS}}^{m}(t), \Delta p_{\text{CS}}^{m}(t) \text{ Bounded CS output power and associated uncertainty bound in } MG \text{ at } t. \]
\[ p_{\text{LOAD}}^{m}(t), p_{\text{DEF}}^{m}(t) \text{ Upper and lower bounds of load in } MG \text{ at } t. \]
\[ p_{\text{WT}}^{m}(t), p_{\text{PV}}^{m}(t) \text{ Upper and lower bounds of WT output power in } MG \text{ at } t. \]
\[ p_{\text{CS}}^{m}(t), p_{\text{CS}}^{m}(t) \text{ Upper and lower bounds of PV cell output power in } MG \text{ at } t. \]
\[ \bar{\Delta}_{\text{LOAD}}^{m}(t), \bar{\Delta}_{\text{CS}}^{m}(t) \text{ Scaled deviations for load of } MG \text{ at } t. \]
\[ \bar{\Delta}_{\text{PV}}^{m}(t), \bar{\Delta}_{\text{CS}}^{m}(t) \text{ Scaled deviations for PV array power output of } MG \text{ at } t. \]
\[ \Gamma_{m}(t), \zeta_{m}(t) \text{ Budget of uncertainty and uncertainty adjustment factor of } MG \text{ at } t. \]
\[ \lambda^{+}_{m}(t), \lambda^{-}_{m}(t) \text{ Dual variables for load and PV array power of } MG \text{ at } t. \]
\[ \lambda_{m}^{+}(t), \lambda_{m}^{-}(t) \text{ Dual variables for WT output power and CS unit output of } MG \text{ at } t. \]
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